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Preface

Once upon a time, about 30 years ago, at the summer school on theoretical physics,
lying on the beach of a gentle Black Sea in the sport camp of the Odessa University
together with the well-known throughout the physical world scientists Valentin
Pokrovsky and Alexander Patashinskii, who wrote a famous book “Fluctuation
Theory of Phase Transitions” (Pergamon Press, Oxford, 1979), one of the editors
(A.Ch.) of the Springer book “Modern Problems of Molecular Physics: Selected
Reviews” heard from them such words: “Our great teacher Dau told us that there is
nothing to consider the density of a liquid is different from the unit!”.

Should we explain the meaning of this sacramental phrase for respected readers,
which seems to be an “error” by the Nobel Prize Laureate Lev Landau? In fact, a
genius physicist L. D. Landau did not make mistakes in his physical works. Indeed,
the density of the most common in nature, simultaneously so unique and myste-
rious, liquid water is equal to 1 in grams per cubic centimeter under normal con-
ditions at room temperature and at atmospheric pressure. Then, what is a reason to
use the word “error” even in quotes? As is known, Landau did not consider the
physics of the liquid state of matter was equally interesting and promising area for
building a successful physical theory, as, say, the solid-state physics or the physics
of elementary particles. There is a well-known statement: “Theoretical physics is
the physics of limiting cases”. In this sense, it is difficult to introduce small
parameters for liquids, and the water density is not such a small parameter.

It is interesting to note that Landau made many of his outstanding work in
Ukraine, being a Head of the Theoretical Physics Department at the Kharkov
Institute of Physics and Technology. Here, in 1934 at the age of 26, he became a
Doctor of Physical and Mathematical Sciences, and a year later received the title of
Professor. Thus, the theoretical physics in Ukraine (and not only in Ukraine, and
not only the theoretical physics) has received a tremendous impact for its further
development, thanks to the Kharkov period of Landau scientific activities.

Unfortunately, the great physicist died very early-at the age of 60, in April 1968.
One may say, paraphrasing one of our bards of that time: “60 is the time of
achievements! 60 is the age of the tops!…60 seems like a lot, 60 is still not
enough!”.
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We are sure that L. D. Landau, who received the Nobel Prize on physics in
November 1962 for his outstanding work on superfluidity of quantum liquids, or
more precisely, “for his pioneering theories for condensed matter, especially liquid
helium”, could make much more enlightening discoveries, including the field of
classical liquids, did not be that fatal car accident on January 7, 1962.

In more than half a century since that time, the physics of liquids has leaped
forward. It is sufficient to list the main directions of development of these advanced
knowledge areas: nanophysics of liquid systems, medical applications of liquids;
water and aqueous solutions in normal and metastable state; ionic and
ionic-electronic liquids; magnetic liquid systems; phase transitions and critical
phenomena; surface phenomena and liquids in confined geometry; quantum liquids;
radiation physics of liquids; etc.

All these areas were presented at the 7th International Conference “Physics of
Liquid Matter: Modern Problems” (PLMMP-2016) which was held during May
27–31, 2016, in Kyiv, Ukraine. The PLMMP-2016 International Conference was
organized by the Taras Shevchenko National University of Kyiv and Bogolyubov
Institute for Theoretical Physics of the National Academy of Sciences of Ukraine.
The scientific program of the conference comprised invited lectures, oral presen-
tations, and posters contributed by hundreds of scientists from many countries all
over the world (Austria, Brazil, France, Germany, Great Britain, Hungary, Italy,
Poland, Portugal, Romania, Russia, Slovakia, Turkey, Ukraine, and United States
of America).

Of course, the realization of the PLMMP-2016 International Conference is an
important event in the scientific life of Ukraine, whose role cannot be overesti-
mated. After all, the state of science and education largely determines the economic
independence of any country and its ability to provide adequate answers to the
challenges of modern civilization processes.

The book “Modern Problems of Molecular Physics: Selected Reviews” repre-
sents the collection of selected plenary and invited lectures of the PLMMP-2016
Conference and is aimed at elucidation the most important and modern aspects
of the molecular physics, condensed and soft matter physics. The unification of
experimental, theoretical, and computational methods allow to receive significant
results in such four directions: (a) Liquid Systems with Nanoparticles, (b) Ionic and
Ionic-Electronic Liquids, (c) Magnetic Liquid Systems, and (d) Phase Transitions
and Critical Phenomena. This book is written for the scientific researchers as well
as for teachers, engineers, students, and all those readers interested in modern
problems of the physical sciences.

On behalf of the Organizing Committee of the PLMMP-2016 Conference and
editors of the book “Modern Problems of Molecular Physics: Selected Reviews”,
we would like to thank all the plenary and invited speakers as well as all the
participants for their valuable contributions and brainstorming discussions, the
International Advisory Board and Local Organizing Committee for assistance in
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organizing and realization the scientific program of the PLMMP-2016 Conference,
and the Springer International Publishing AG Switzerland for helping to organize
the publication of the book “Modern Problems of Molecular Physics: Selected
Reviews” in Springer Proceedings in Physics.

Kyiv, Ukraine Leonid A. Bulavin
Alexander V. Chalyi
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Part I
Liquid Systems with Nanoparticles



Chapter 1
Self-Organization of Pristine C60 Fullerene
and its Complexes with Chemotherapy
Drugs in Aqueous Solution as Promising
Anticancer Agents

Leonid A. Bulavin, Yuriy Prylutskyy, Olena Kyzyma,
Maxim Evstigneev, Uwe Ritter and Peter Scharff

Abstract The self-organization of pristine C60 fullerene and its complexation with
chemotherapy drugs (in particular, doxorubicin, cisplatin and landomycin A) in
aqueous solution were reviewed as a possible key stage of the mechanism of the
in vivo and in vitro biological synergy, observed when these drugs are administered
along with C60 fullerene. The results of application of various physico-chemical
methods have been analyzed enabling to get insight into the nature of forces
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stabilizing complexes of C60 fullerene with these drugs. A physico-chemical
mechanism has been proposed allowing, at least in part, to explain the C60-drug
biological interaction.

1.1 Introduction

C60 fullerenes have been intensively investigated in the last decades mainly because
of the vast range of their potential applications in biomedicine [1, 2]. Due to its
nanometer size the pristine C60 fullerenes are able to interact with biomolecules and
penetrate through the cell membrane [3–5]. They exhibit antioxidant properties and,
being non-toxic (at low concentration at least) [6–10], exert specific health effects
(e.g. suppress the growth of malignant tumors [11, 12]) and display biological
synergy with antitumor drugs [13–15]. Although these molecules have extremely
low water solubility, they form stable colloid solutions containing individual C60

fullerenes as well as C60 fullerene aggregates (clusters) in water, when subjected to
extended mixing, sonication or solvent exchange [16, 17]. To understand behavior
of C60 fullerene in the biological medium (at the levels of cell, tissue and organ) and
its interaction with drugs, it is necessary to know exactly its concentration in water
(dose effect), distribution in size and shape (size effect). Because the biomedical
effects of the C60 fullerene nanoparticles directly depend on these properties [18,
19], their knowledge will enable understanding of ‘which form of C60 fullerene is
bioactive, namely a single molecule or its cluster?’ and ‘how this molecule interact
with other drugs in biological media?’

In this chapter we shall briefly review the recent advances in physico-chemical
characterization of pristine C60 fullerene and its interaction with antitumor drugs in
aqueous solutions.

1.2 Self-Organization of C60 Fullerene Particles
in Aqueous Solution

Investigations of the behavior of pristine C60 fullerene particles in aqueous solution
have been undertaking since the end of 90-ies when the method of preparation of
stable water colloid solutions had become routinely available [17, 20, 21]. By that
time much had already been known on the properties of C60 fullerene in organic
solvents, which had, in part, facilitated analogous studies in aqueous solutions.

To date, the C60 fullerene is considered as a colloidal particle due to the fact that
its diameter equals to 10 Å. This conclusion originates from traditional point of
view that the 10 Å border corresponds to the lower border of the colloidal range of
dispersity, and the range of true solutions is under this limit [22]. Thus, aqueous
solutions of any C60 fullerenes must feature properties of colloidal systems,

4 L. A. Bulavin et al.



which contain associates of solvated C60 fullerenes of different size. Theoretical
analysis of possible hydrated (C60)N clusters had shown, that the smallest stable C60

fullerene cluster (Ih symmetry group) consists of 13 C60 molecules [23, 24]. Its
diameter is 3.36 nm (accounting for a molecular diameter of the water molecule),
which is in excellent agreement with the scanning tunneling microscopy data [25].
More extended analysis revealed that cluster diameters regularly rise within the
range from 3.4 to 36 nm, viz. 3.4, 7.1, 10.9, 14.5, 18.1, 21.8, 25.4, 28.8, 32.4, and
36.0 nm [25], i.e. each following particle is larger than the preceding one by 3.4–
3.8 nm. Hence, it is considered that this row of C60 fullerene nanoparticles should
be formed of hydrated (C60)13 clusters. Thus, further investigation of the C60

fullerene aqueous solution (C60FAS) had been split on characterization of the
clusters’ structure and morphology, and understanding the mechanism of cluster
formation.

1.2.1 Characterization of the C60 Fullerene Aqueous
Solution

A variety of physico-chemical methods has been applied in order to understand the
specificity of C60 fullerene cluster formation. Characterization of C60 fullerene
particles in aqueous solutions has been accomplished by means of UV-Vis spec-
troscopy [23, 24, 26–29], electron and tunneling microscopy [26, 30–35],
atomic-force microscopy (AFM) [26, 36], zeta-potential [26, 32, 37, 38], dynamic
light scattering (DLS) [26, 30, 32–34, 39], FTIR/Raman spectroscopy [27–29,
35, 36], small angle neutron scattering (SANS) [16, 29, 36, 40] and some other
methods.

The most direct and readily accessible UV-Vis spectroscopy evidenced the
existence of three most intense broad UV absorption bands with maxima at 208,
265 and 347 nm and generally resembles that in organic solvents (Fig. 1.1a) [26,
27]. The assignment of these bands to particular electron transitions, and the
computation of the corresponding electronic parameters have been done [23]. The
common feature of the UV-Vis spectra of C60FAS is the light scattering, most
evidently seen on dilution and affecting the value of the absorption.

The composition of C60FAS was typically monitored using AFM and tunneling/
electron microscopy techniques [26, 30–36]. The typical AFM picture is given in
Fig. 1.1c; the similar pictures have been reported during the past 10 years by
different research groups. The picture demonstrates randomly arranged individual
C60 molecules with diameter ∼0.7 nm and their bulk sphere-like aggregates with a
height of 2–50 nm. Interestingly, some individual C60 fullerene aggregates with a
height of ∼100 nm were also reported in the probe microscopy images, indicating a
polydisperse nature of C60FAS, including either monomers or aggregates having
diameters ranging from several to hundreds of nanometers.

1 Self-Organization of Pristine C60 Fullerene and its Complexes … 5



The results from microscopy images have also been confirmed by DLS
and SANS data [16, 26, 29, 30, 32–34, 36, 39, 40]. The wide distribution of
hydrodynamic dimensions of C60 fullerene particles by intensity with z-aver-
age ∼70–120 nm (Fig. 1.1b) most directly evidences the polydispersity, indepen-
dently supported by SANS. The gyration radii Rg = 15…20 nm calculated from
the latter method well agrees with the dimensions of the particles seen in AFM.
Importantly, the existence of ‘slow’ aggregation (in the scale of months) of C60

fullerenes, resulting in increase of Rg was reported in aqueous solution similar to

Fig. 1.1 Examples of experimental data measured for C60FAS: UV-Vis spectrum (a), DLS
spectrum (b), AFM image (c), IR spectrum (d). Redrawn from [26, 36, 54]

6 L. A. Bulavin et al.



that established before in organic solvents [32, 33, 39, 41]. However, no significant
alteration of the aggregate structures and properties of polydispersity were noted.
Moreover, experimental data indicate that the structural and morphological features
of polydisperse C60 fullerene aggregates present in aqueous solution remain
essentially similar for different methods of C60FAS preparation as well [36].

The magnitude of the zeta-potential, which is related to the stability of colloid
dispersions, spans in relatively wide range from −9 mV up to −38 mV [21, 26, 37,
38] and evidences the presence of negative charge on the surface of C60 molecule in
solution. A high negative charge of colloid clusters (or, more strictly, the electro-
static repulsion between the negatively charged clusters) plays significant role in the
stabilization of C60FAS (i.e. it disfavors the aggregation and makes the solution
electrically stable).

The presence of negative charge on C60 fullerene surface is a generally accepted
fact and is considered to be the key, but not the sole factor of C60 fullerene
solubility in aqueous solution. The formation of the ordered, H-bonded and
sphere-like hydrated shells around fullerene’s surface, is another important issue
extensively discussed over the past decade [27, 29, 30, 35, 36, 42–46]. However,
recent FTIR spectroscopy data suggested that there is one more factor which should
also be considered [35, 36]. The FTIR spectrum of C60FAS (Fig. 1.1d) displays the
typical pattern of peaks which could be expectedly assigned to C-C vibrational
modes of C60 molecule. However, additional peaks were reported independent of
the method of C60FAS preparation and corresponded to C-O stretching. It strongly
suggests that C60 fullerene cage is hydroxylated and hydroxyls forming alcohol
functional groups exist in the structure of C60 fullerene in water. Hence the primary
mechanism of C60 fullerene solubilization in water could be the attachment of the
OH-groups to C60 fullerene carbons [35, 36] which explains why the lone C60

molecules and their clusters exist at equilibrium in solution for quite a long time. It
also explains the irreversible character of the adsorption/desorption isotherms [30],
the minimal extraction of C60 fullerene from water-colloid solutions by toluene
[21], and the ability of C60 fullerenes from aqueous solution to hold water mole-
cules even in vacuum [27]. The covalent attachment of the OH-groups does not
exclude the possibility of electron transfer from water molecules to C60 fullerene
enabling to explain the negative charge of C60 fullerene particles. It follows that the
previous model of stabilization of hydrated C60 fullerene by water molecules joined
together by H-bonding network [27, 29] needs to be revisited with mandatory
account for the available results of molecular dynamics simulations of hydrated C60

fullerenes [43–46]. The latter reports weakening and breakage of the H-bonds
between water molecules in immediate vicinity of the C60 fullerene surface and the
overall dynamic character of the hydration shell around C60 fullerene particles in
water.
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1.2.2 Aggregation of the C60 Fullerenes
in Aqueous Solution

So far the effect of cluster formation (or aggregation) has been extensively studied
in terms of the kinetics of aggregation and the equilibrium distribution of C60

fullerene clusters [7, 16, 17, 21, 23–36, 39–41]. It has been recently established that
the aggregates of pristine C60 fullerenes provide an excellent template for formation
of highly ordered inclusion complexes with other molecules, resulting in amplified
physico-chemical or biological properties [47, 48]. Apart from the basic
physico-chemical interest to the aggregation process, it was recently found that the
in vitro toxicity of C60 fullerene is correlated with its ability to undergo aggregation
[49] and specifically the aggregated forms of C60 fullerene may effectively bind
with biopolymers [50]. Therefore the C60 fullerene aggregation is considered now
to be of general interest.

It has long been noted that under the dilution and simultaneous light mechanical
shaking of C60FAS, the large clusters can dissociate into the small ones, similar to
that observed before in C60 fullerene benzene solution. It has also been established
that the C60 fullerene solutions undergo ‘fast’ and ‘slow’ kinetics of cluster for-
mation [23, 32, 33, 41]. The former is considered to be diffusion-limited and the
latter is reaction-limited. Under first approximation the ‘fast’ mode occurs at typical
diffusion timescale and thereby resembles equilibrium aggregation process well
known for small molecules in solution [51]. It still remains relatively poorly
investigated. The ‘slow’ mode occurs in the timescale of days and months, and has
been extensively reviewed [41, 52]. Below we shall focus on thermodynamics of
the equilibrium aggregation of C60 fullerene nanoparticles.

Surprisingly, determination of thermodynamical parameters of aggregation, such
as equilibrium aggregation constant, or enthalpy/entropy/Gibbs free energy changes
have been accomplished in just a few works [43, 44, 53–55]. Possible reasons for
this include an incomplete understanding of the microscopic picture of C60 fullerene
cluster formation in solution, and, as a consequence, difficulties in building a the-
oretical model of C60 fullerene aggregation. For example, a very complex interplay
between the van der Waals, electrostatic and hydrophobic interactions on C60

fullerene aggregation, which presumably does not follow classical hydrophobic
effect, was shown [42–44]. It points out that the overall thermodynamic picture of
C60 fullerene aggregation in aqueous solution deviates from classical aggregation of
small molecules, which makes this issue still a vacant niche for further research
studies.

Presumably the first attempt to measure equilibrium C60 fullerene aggregation
constant was accomplished in [54] by means of titrating the C60 fullerene aqueous
solution and recording the intensity-averaged distributions of particles present in
solution in DLS experiment. These data allow computing the mean hydrodynamic
diameter, dz (z-average), and translational diffusion coefficient, D, of light scattering
particles. The corresponding experimental dependence of dz on the C60 fullerene
concentration, C0 ̸ r (where r is the dilution factor), is given in Fig. 1.2.
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Currently the accepted position on the aggregation of small molecules in diluted
aqueous solutions suggests that on increasing the concentration of the solute, the
translational diffusion coefficient must decrease as a result of an increase in the
aggregates’ dimensions [56, 57]. Qualitatively, a similar view exists with respect to
the aggregation of C60 fullerene as well, supported by theoretical computation of
the dependence of D on C60 fullerene concentration in toluene [52]. However, the
dependence dz C0 ̸ rð Þ in Fig. 1.2 obtained using standard methods of C60FAS
preparation demonstrates the reverse behavior: increasing the solute concentration
results in a decrease in the value of dz. Unfortunately, direct comparison of these
results with existing literature data is not possible, because these articles are
restricted to dealing with measurements of D (or dz) of C60 fullerene in solution at a
single concentration point in each case (e.g. [32, 50]). However, analysis of liter-
ature data associated with small molecule aggregation suggests that on reaching
micellar concentrations, the concentration dependence of the directly measured
translational diffusion coefficient (e.g. by DLS or similar valid method) goes into
reverse [58, 59]. This result is commonly interpreted in terms of the direct inter-
action of micelles with each other in solution due to non-covalent forces, an effect
that has been known for some time [58, 59]. The micellar interaction acts as an
addition to Brownian motion and, consequently, results in elevation of the diffusion
coefficient on raising the solute concentration. Taking into account the polydisperse

Fig. 1.2 Experimental dependence of z-average on C60 fullerene concentration. Redrawn from
[54]
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nature of C60FAS and the existence of C60 fullerene clusters with diameters in the
magnitude range 10–100 nm, it was suggested that the reverse dependence of the
dz C0 ̸ rð Þ curve in Fig. 1.2 is a consequence of the interaction effect for (C60)n
clusters [54]. Hence, the shape of the titration curve in Fig. 1.2 is governed by two
opposite tendencies, viz. the aggregation leading to increase of dz, and interaction of
clusters leading to decrease of dz.

Based on the DLS titration experiment a physical model of the C60 fullerene
aggregation was suggested [54] (the so-called ‘up-scaled model’). According to this
model the aggregation occurs as a simultaneous binding of large number of small
C60 fullerene particles or monomers (referred to as ‘conglomerates’, see Fig. 1.2)
with large C60 fullerene clusters (nucleus of the cluster, considered not undergoing
dissociation onto smaller ones). As a consequence of this process, the equilibrium
distribution of C60 fullerene particles by dimension is formed, which can be
quantified in terms of equilibrium aggregation constant KF (or Gibbs free energy
change, ΔGF). The resultant equation enabling to calculate the experimental titra-
tion curve dz C0 ̸ rð Þ in Fig. 1.2 is given as [54].

dz =
d0

1 +A′
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r

⋅
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,

C′

M0,A
′,KF ,B, d0 are the search parameters, obtained by means of fitting the

experimental curve in Fig. 1.2 with (1.1).
The reported value of the aggregation constant equals to KF = 56000 M−1 [54],

well matching the theoretically calculated Gibbs free energy change in [53].
The titration experiment reviewed above and resulted in determination of KF had

been further complemented with estimation of enthalpy and entropy change asso-
ciated with the aggregation process [55]. Direct calorimetric measurement of the
heat effect on dilution and temperature dependence of z-average in DLS experiment
had evidenced nearly zero enthalpy change. A final conclusion was made stating
purely entropic character of the C60 fullerene aggregation. The main contribution to
ΔGF is considered to be due to hydrophobic interaction, i.e. liberation of water
molecules weakly bound to C60 fullerene particles on cluster formation (i.e. those
molecules belonging to distant hydration shells of the C60 fullerene particle).
Importantly, in this process the first hydration shell surrounding C60 fullerenes
remains essentially unchanged resulting in a contact distance between the surfaces
of the interacting C60 fullerene particles larger than observed for typical
aromatic-aromatic stacking (ca. 0.5 nm). Theoretical decomposition of ΔGF onto
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energetic contribution from various physical factors had shown that the net van der
Waals and electrostatic terms appear to be relatively small due to the compensatory
nature of the intermolecular interaction and the interaction with solvent on complex
formation [54], additionally confirming the entropic nature of C60 fullerene
aggregation in aqueous solution.

1.3 Self-Organization of C60 Fullerene-Antitumor
Drug Mixtures

So far the possibility of modification of biological and/or physico-chemical prop-
erties of C60 fullerene or drug was mainly considered in terms of covalent conju-
gation of the drug molecules with C60 fullerene [47]. As a consequence, a series of
C60-drug conjugates were reported possessing improved properties [60, 61]. On the
other hand, the presence in the structure of C60 molecule of aromatic surface
composed of conjugated carbon rings suggests the possibility of its effective
interactions via π-stacking with aromatic moieties of proteins, nucleic acid bases,
aromatic vitamins, antibiotics and other compounds which may be present in a
biosystem. Hence, the non-covalent complexation of C60 fullerenes with
bio-receptors and aromatic drugs may contribute to some extent to the observed
biological effects at the cellular and organism levels. Indirect justification of this
hypothesis may come from the well-known fact that some cellular effects of the
action of aromatic biologically active compounds may be interpreted in terms of
their complexation in physiological medium [51]. During the past few years two
sets of reports appeared evidencing a strong biological interaction in vitro and
in vivo between C60 fullerene and the aromatic antitumor drugs, doxorubicin
(Dox) [13–15, 62–64] and cisplatin (Cis) [65]. The peculiarity of this interaction
was the following: (i) the most pronounced effect was observed during simulta-
neous administration of the drugs and C60 fullerene, (ii) the physico-chemical
interaction of the drug with C60 fullerene is non-covalent, (iii) preliminary indices
of the correlation of the in vitro biological effect with equilibrium constant of
complexation of C60 fullerene with aromatic drug molecules were noted [64]. Thus
the knowledge of how C60 molecules interact with aromatic drugs is important for
understanding the mechanism of medico-biological action of C60 fullerenes.

Currently available data on the structure and thermodynamics of the interaction
between C60 fullerenes and aromatic molecules are scarce and limited to systems
mainly studied in non-polar solutions (see [66] and references therein) and several
systems studied in aqueous solution [13, 62, 65–70]. Below we shall briefly review
the main results of structural and thermodynamical analysis of the C60 fullerene
interaction with Dox, Cis and novel angucycline antibiotic landomycin A (LA) [71]
as the systems which have been most extensively investigated to date as compared
to others.
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1.3.1 C60 Fullerene Complexation with Doxorubicin

Antitumor antibiotic Dox belongs to the group of the most effective and extensively
used drugs in chemotherapy of cancer. The principal limitation for its use is rela-
tively high side toxicity, creating a long-standing challenge for generations of
researchers attempting to minimize this drawback. As discussed above C60 fullerene
was demonstrated to improve the medico-biological effect of Dox in vivo and
in vitro making this drugs’ combination of potential interest for clinical studies.

A range of various physico-chemical methods was applied in order to detect the
complexation between C60 fullerene and antibiotic Dox [13, 62, 66, 68, 69]. In
neutral solution conditions the Dox molecule bears positive charge, whereas the C60

fullerene is negatively charged.
The AFM investigation of the C60-Dox mixture in low concentration range in

non-salted aqueous solution evidenced the formation of new island-type structures
(Fig. 1.3e), which were assigned to the complexes between the C60 and Dox
molecules [68]. Similar situation was also reported in physiological solution,
although in this case the interpretation of the results was strongly obscured by the
presence of salt crystals [69]. The C60-Dox interaction was also displayed by
UV-Vis spectroscopy by hypochromic changes of the absorption maximum
(Fig. 1.3a) with a slight bathochromic shift with increasing C60 fullerene concen-
tration [13, 66, 68]. Quite expectedly the zeta-potential study of C60-Dox mixture
gave a pronounced positive shift of zeta-potential peak evidencing shielding of the
C60 molecule negative charge and charging of these clusters by complexation of
positively-charged Dox with C60 fullerene clusters [69]. The remarkable change in
translational diffusional motion of Dox molecules on addition of C60 fullerene,
monitored by diffusion-ordered NMR spectroscopy (DOSY), had also supported
the existence of complexation (Fig. 1.3d) [68]. And, finally, the SANS data yielded
the distribution function of pair distances, pointing out on the existence of at least
two statistically different entities in solution, which are the C60 fullerene aggregates
and the complexes between the C60 and Dox molecules (Fig. 1.3b) [62]. The
qualitative experimental data were complemented by calculation of the most
probable structure of the C60-Dox complex, from which the maximal filling of the
C60 fullerene surface by three Dox molecules was noted (Fig. 1.3c) [13, 66].

In contrast to the set of results reviewed above and concluded on the existence of
complexation, an additional experimental dataset was reported, which had not
directly supported this statement. First, at high C60 fullerene concentrations the
UV-Vis hypochromic shift changes sign and becomes hypsochromic (Fig. 1.3a)
[66]. The isothermal titration calorimetric measurements (ITC) had given nearly
zero heat effect of C60 fullerene addition to Dox solution, and 1H NMR titration
curves had unexpectedly displayed very negligible changes inconsistent with the
complexation hypothesis [68].

In addition, NMR DOSY titration curve for translational diffusion coefficient for
Dox molecules exhibited reverse behavior (Fig. 1.3d) as compared to that initially
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Fig. 1.3 Examples of experimental data measured for C60 fullerene-doxorubicin aqueous solution:
UV-Vis titration curve (a), SANS pair distribution function (b), calculated C60-Dox structure (c),
DOSY translational diffusion coefficient (d), AFM image (e). Redrawn from [62, 66, 68]
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expected (analogous to that discussed above for DLS titration experiment of C60

fullerene aqueous solution) [68].
The observed distinguishment of various physico-chemical methods, which

directly evidence or demonstrate no signs of C60-Dox complexation, received
complete interpretation in [68]. The essence of this view is grounded on two main
statements:

(i) the first hydration shell around the C60 fullerenes cannot be detached by Dox
complexation, resulting in big distance (∼0.5 Å) between the surfaces of Dox
and C60 molecules in the complex. As a consequence, magnetic 1H NMR
shielding could be minimal (as evidenced in NMR experiment), and the
enthalpic contribution from van der Waals and electrostatic forces could be
damped (as evidenced in ITC experiment). Hence, the C60-Dox complexation
appears to be entropically-driven, i.e. mainly governed by hydrophobic force
due to removal of water molecules from the second and higher-level hydration
shells around C60 fullerene particles;

(ii) the binding of Dox molecules at moderate and high C60 fullerene concentra-
tions mainly occurs by means of adsorption into large C60 fullerene clusters,
resulting in the effect called ‘ligand-induced C60 fullerene aggregation’. In
brief, positively charged Dox molecules being absorbed by negatively-charged
C60 fullerene clusters, induce additional cluster growth due to attenuated
electrostatic repulsion between C60 molecules. It induces additional light
scattering (as evidenced in UV-Vis experiment) and results in reverse
self-diffusion behavior of Dox molecules (as evidenced in NMR DOSY
experiment).

The physical model of C60-Dox interaction outlined in these two statements
enabled to build the thermodynamical model of their interaction and compute the
corresponding equilibrium hetero-complexation constant, KL ≈ 6000 M−1 [66].
This value was further used to correlate the relative in vitro biological effect of the
action of C60-Dox mixture on human buccal epithelium cells [64] and to compare
the C60 fullerene hetero-complexation affinity to various drugs [66].

1.3.2 C60 Fullerene Complexation with Cisplatin

Aqueous soluble inorganic derivative of bi-valent platinum, i.e. cisplatin (Cis-[Pt
(II)(NH3)2Cl2]), is currently one of most extensively used chemotherapeutic drug
for cancer treatment. Similar to Dox, the principal drawback of Cis is its side
toxicity limiting its use in clinical practice. However, the success in improving the
medico-biological effect of Dox by mixing it with C60 fullerene (see above) had
inspired similar studies with C60-Cis mixture, yielding positive outcome in vivo and
in vitro [65].
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Investigation of possible complexation between C60 fullerene and Cis has been
carried out using generally similar protocol as that reviewed above for C60-Dox
interaction [70]. It should be noted that the direct complexation between C60 and
Cis molecules should likely be relatively weak as compared with C60-Dox system,
because the π-stacking in the former case would be absent. Quite expectedly, the
UV-Vis spectra (Fig. 1.4b) gave minor signs of interaction, and ITC demonstrated
nearly zero heat effect. In contrast, SANS-derived pair distribution function
(Fig. 1.4c) had evidenced the existence of two apparent statistically different
entities in aqueous solution, one of which was assigned to the C60-Cis complexes.
This finding was partly supported by SEM and DLS studies (Fig. 1.4a, d). The
latter investigation demonstrated apparent shift of the distribution of hydrodynamic
radii of light scattering particles to higher numbers on addition of Cis to C60

fullerene aqueous solution. The ab initio structure of the C60-Cis complex was
shown to feature stable energy minimum.

In general, the revealed patterns of physico-chemical interaction of C60 fuller-
rene with Cis have been found to resemble much the interaction of C60 molecule
with antitumor antibiotic Dox, reviewed above. The complexation of Cis with C60

fullerene is entropic by origin and is totally driven by hydrophobic interactions. The
binding of Cis occurs mainly into large C60 fullerene clusters via non-specific
adsorption, although the existence of weak 1:1 C60-Cis complexes could not be
ruled out.

1.3.3 C60 Fullerene Complexation with Landomycin A

LA is a new antitumor antibiotic of angucycline group, possessing high antitumor
activity against cancer cells of different origin, which induces early apoptosis in
target cells [72–76].

The AFM image displaying the content of aqueous mixture of C60 fullerene with
LA is given in Fig. 1.5a. The observed aggregates having the height of 2–25 nm
may either be related to C60 fullerene and LA. The point nano-objects with the
height of 0.6–1.8 nm may also be associated with C60 fullerene or LA molecules, or
their complexes, which seem to be undistinguishable due to similarity of the LA
and C60 fullerene dimensions.

In contrast to AFM results, the DLS data evidence apparent shift of the z-average
on addition of LA to C60FAS (Fig. 1.5b). However, the most interesting is the
concomitant change in the shape of distribution of light scattering particles, which
becomes narrower and shifts to larger dimensions. This observation means that LA
solution affects the distribution of C60 fullerene clusters and indirectly points out on
the possibility of interaction between the LA and C60 molecules. The magnitude of
zeta-potential measured for C60-LA mixture had shifted up to −10 mV from the
initial value of −22.1 mV measured for C60FAS additionally confirming the pos-
sibility of interaction. And, finally, the SANS experiment had also evidenced the
changes in scattering signal in the C60-LA mixture. As seen from Fig. 1.5c in small
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Fig. 1.4 Examples of experimental data measured for C60 fullerene-cisplatin aqueous solution:
SEM image (a), UV-Vis spectrum (b), SANS pair distribution function (c), DLS spectrum (d).
Redrawn from [70]
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Fig. 1.5 Examples of experimental data measured for C60 fullerene-landomycin A aqueous
solution: AFM image (a), DLS spectrum (b), SANS data (C60FAS—triangle, C60-LA mixture—
circle) (c), calculated C60-LA structure (d). Redrawn from [79]
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q-region the behavior of scattering intensity changes from I(q) ∼ q−4 for C60FAS to
I(q) ∼ q−2.2 for the mixture with LA. Such alteration of the scattering curve sug-
gests that compact spherical C60 fullerene clusters in aqueous solution are changed
to fractal-type organization of the aggregates with mass fractal dimension, D = 2.2,
in the C60 fullerene mixture with drug.

LA is an aromatic compound containing flat benz[a]anthraquinone chro-
mophore. As a consequence the most probable arrangement of the molecules in 1:1
C60-LA complex is the π-stacked structure outlined in Fig. 1.5d. The principal
contribution to the stability of such complex is given by the interactions between
the drug’s chromophore and C60 fullerene surface, and the role of deoxyoligosac-
charide chain seems to be minor.

1.4 Conclusions

The self-organization of C60 fullerene and its complexation with chemotherapy
drugs (in particular, doxorubicin (Dox), cisplatin (Cis) and landomycin A (LA)) in
aqueous solution were reviewed in this chapter as a possible key stage of the
mechanism of the in vivo and in vitro biological synergy, observed when these
drugs are administered along with C60 fullerene. Although the investigated drugs
are very different in terms of chemical structure and properties, their thermody-
namic patters of binding with C60 fullerene were found to be generally similar.
Apart from certain specificities of binding, the complexation was found generally
non-specific, entropic by origin and occurring mainly into large C60 fullerene
clusters, governed by hydrophobic interactions. This physico-chemical mechanism
may be further transferred onto biological system, viz. on simultaneous adminis-
tration the hydrophobic C60 fullerene clusters incorporating Cis, Dox or LA
molecules protect them from reactive environment when moving in biological fluid.
Hence, these clusters may act as a delivery system and elevate the active concen-
tration of the drug which induces biological effect. Such mechanism, at least in part,
explains the biological synergy observed experimentally for C60-Cis and C60-Dox
mixtures. Apparently, this is a speculative model which requires further investi-
gation and may just be used as a starting hypothesis in further studies of C60-drug
biological interactions. On the other hand, the use of C60 fullerene as a potential
delivery system is extensively discussed now in scientific literature (see for review
[47]). The model thus suggested agrees well with the mechanism of entrapment of
surface active compounds by C60 fullerene clusters [77], and may probably shed
light on the mechanism of biological synergy observed on simultaneous adminis-
tration of fullerenol with Dox [78], which has not received explanation so far.
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Chapter 2
Colloid Nanoparticles and Carbon
Nanotubes. What Can We Learn About
Their Biomedical Application From
Molecular Dynamics Simulations?

Tomasz Panczyk, Lukasz Konczak and Pawel Wolski

Abstract The behavior of a multi-walled carbon nanotube functionalized by
magnetic nanoparticles through triethylene glycol chains is studied using molecular
dynamics simulations. Particular attention is paid to the effect of magnetic aniso-
tropy of nanoparticles which significantly affects the behaviour of the system under
external magnetic field. The magnetization reversal process is coupled with the
standard atomistic molecular dynamics equations of motion by utilizing the
Neel-Brown model. The overdamped Langevin dynamics is used for the description
of the inertialess magnetization displacements. The key results obtained in this
study concern: an energetic profile of the system accompanying transition of a
magnetic nanoparticle from the vicinity of the nanotube tip to its sidewall, the range
of the magnetic anisotropy constant in which the system performs structural rear-
rangements, and the release dynamics of cisplatin from the interior of the
nanocontainer. Another analyzed architecture uses small gold nanoparticles linked
with the nanotube by hydrazone bond containing fragments. Because hydrazone
bonds hydrolyze at slightly acidic pH those gold nanoparticles become chemically
disconnected from the CNT at such conditions. Thus, the previously encapsulated
cisplatin molecules in the CNT inner cavity can be released only at acidic pH.
Analysis of the above process at the molecular scale leads to the conclusion that the
feasibility of such a mechanism can be canceled by strong dispersion forces existing
between gold nanoparticles and CNT. However, the presence of cisplatin in the
inner cavity of the carbon nanotube strongly reduces the range of dispersion
interactions. The determined properties of the studied systems strongly suggest their
application in the area of nanomedicine as drug targeting and delivery nanovehicles.
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2.1 Introduction

Carbon nanotubes (CNT) and magnetic nanoparticles (MNP) are considered as
materials of great importance in medical diagnosis or as drug carriers. Normally, the
studies are focused on their individual applications rather than on their composites.
But CNT-MNP composites reveal even more interesting properties though their
fabrication might be a challenge in some cases. MNPs are widely applied as con-
trast agents in magnetic resonance imaging (MRI); however, there are many other
medical applications of MNPs like in vitro bioseparation, drug delivery or hyper-
thermia [1–3]. Similarly, CNTs are currently recognized as very promising drug
carriers acting either as molecular cargoes or as parts of drug-CNT composties
enhancing pharmacological activity of the drugs [4–9].

CNTs possess many intriguing features that make them attractive drug delivery
carriers. It is well-known that they experience the enhanced permeability and
retention (EPR) effect [10]. The EPR effect enables CNTs to transport chemother-
apeutic agents preferentially to tumor sites. However, this is not a specific property
of CNTs as any nanoparticulate drug delivery system also experiences the EPR
effect. A very specific property of CNTs is their needle-like shape which facilitates
transmembrane penetration and intracellular accumulation of drugs via the “nano-
needle” mechanism [11]. CNTs have also been shown to enter cells via
energy-dependent endocytic pathways, [12] and display extraordinary ability for
drug loading onto the surface or within the interior core of CNTs via both covalent
and non-covalent interactions [13–16]. Finally, targeting molecules, such as folic
acid, antibodies, and magnetic nanoparticles can be further incorporated onto the
drug-loaded CNTs [17–20].

In our recent publications [21–23] many properties of carbon nanotubes func-
tionalized by magnetic nanoparticles through triethylene glycol chains were care-
fully investigated. We discussed some key factors which provide the fundamental
conditions for the creation of a functional nanocontainer (NC) being able to
encapsulate drug molecules and perform drug release by applying an external
magnetic field. However, successful fabrication of the magnetically triggered NC
seems to be still a challenge because its proper function needs highly precise
molecular structure.

Drug release from CNTs can be triggered in response to other chemical or
physical factors. Particularly interesting seems to be the pH change from physio-
logical 7.4 to an acidic one. It is well-known that tumor microenvironments reveal
several specific properties which can be utilized for controlled drug release. The
highly reducing environment of tumor cells, and pH reduction to ca. 5.5 due to
lactic acid production caused by anaerobic glycolysis, were studied as triggering
factors for the release of cisplatin from carbon nanotubes [24]. Irinotecan or dox-
orubicin were also studied as model drugs for acidic pH induced release of drugs
from the inner cavities or surfaces of CNTs [5, 9, 25–27]. However, in the majority
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of cases the experimentally observed enhanced release of drugs at acidic pH is left
without a deeper physical interpretation. For example, the pKa of doxorubicin is ca.
8, so the observed enhanced release when the pH changes from 7.4 to 5.5 cannot be
exclusively attributed to changes in the charge distribution or protonation of dox-
orubicin molecules.

In our theoretical studies of pH controlled drug delivery systems we applied a
kind of reverse strategy. We constructed molecular architectures which have to be
sensitive to pH in the discussed range. There are many chemical compounds which
undergo structural transformations or even decomposition when pH drops from 7.4
to 5.5. One interesting example is hydrazone bond hydrolysis which occurs
according to the scheme shown in Fig. 2.1 [28]. Thus, the application of hydrazone
bonds fragments in the construction of pH sensitive drugs carriers is a very
promising strategy since the hydrolysis phenomenon will occur precisely at tumor
sites.

In this work we will discuss our observations concerning the system composed
of a single-walled CNT and a gold nanoparticle functionalized by some chain
molecules (linkers) containing hydrazone bond fragments [29]. To make a stable
capped state of the CNT at neutral pH, the CNT tips were covalently linked with
gold nanoparticles. However, the creation of the uncapped state upon hydrolysis of
the hydrazone bonds turned out to be kinetically blocked. Therefore, theoretical
analysis of such architecture on the molecular level helps to identify the most
critical stages and point out which factors should be carefully optimized in order to
make such a system fully functional.

2.2 Methods

The computational methodology utilized in this work is based on molecular
dynamics simulations using the open source lammps code [30]. The detailed
description of the force field, including magnetic interactions, and computational
approaches in the case of the magnetically triggered nanocontainer, can be found in
our previous work [22, 23, 31]. The details of computational methodology and the
force field applied to the model of pH triggered detachment of gold nanoparticles
from the CNT tips is available in our recent work [29].

Fig. 2.1 Mechanism of hydrazone bond hydrolysis at acidic pH [28]
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2.3 Results and Discussion

2.3.1 Magnetically Triggered Nanocontainer

2.3.1.1 Construction of a Functional Architecture

Our numerous theoretical studies of the magnetically triggered nanocontainer
performed so far, led to several conclusions concerning the molecular structure of
the functional system. The mechanism of its action is based on simple physical
premises; however, a few conditions must be satisfied. Let us start from schematic
representation of the system under investigation.

Figure 2.2 shows the key elements of the magnetically triggered nanocontainer.
They consist of: (i) carbon nanotube; it may either be single-walled or multi-walled.
In the case of a single-walled nanotube, the nanocontainer operates at milder
conditions, however, in such a case the upper limit of the diameter of the SWCNT
must be accounted for. Stable SWCNTs can reach diameters not larger than 2 nm
which, in view of other conditions, is too little for construction of functional
nanocontainers. Multi-walled nanotubes can have larger diameters but at the same
time the dispersion interactions between the nanotube and magnetic nanoparticle
become stronger and this implies application of a very hard magnetic material for
the magnetic nanoparticles. (ii) linker; it may be any chain-like molecule but its
chemistry must allow for covalent linking either with nanotube or with the magnetic
nanoparticle. Its length is important—it cannot be too long. In our studies we used
triethylene glycol chains. (iii) magnetic nanoparticle; such nanoparticles posses a
magnetization vector and an easy axis of magnetization. Depending on the choice
of magnetic material, the displacement of the magnetization vector from the easy
axis direction needs various amounts of energy delivered by an external magnetic
field. We found that the higher value of the magnetic anisotropy constant of the
nanoparticle, the quicker the response of the nanocontainer to the magnetic field.
Therefore, hard magnetic materials are preferred. In our studies we used material
properties of metallic cobalt, and we found that a nanoparticle of 10 nm diameter is

Fig. 2.2 Scheme of the
magnetically triggered
nanocontainer
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enough to obtain a sufficiently high magnetic anisotropy energy. Because fine
metallic nanoparticles can undergo fast degradation in aqueous media, we con-
sidered the presence of a protective layer on the surfaces of the magnetic
nanoparticles. That layer, made from e.g. alumina, reduces to some extent the range
of dispersion interactions between the nanoparticle and the nanotube, and it also
produces an electric charge on the nanoparticle due to electric double layer for-
mation. That extra charge affects the total interaction energy with the nanotube
because the carbon atoms on the nanotube tips can be saturated by other hydrophilic
groups such as amines or carboxylates.

2.3.1.2 Basic Properties at Normal Conditions

Due to the significant range of the dispersion interactions acting between the CNT
and the MNPs (both are extended bodies), and the presence of linker between them,
the normal state of the nanocontainer is with the MNP adjacent to the CNT tips. We
call this state the capped one. The stability of this state depends on factors such as
the size of the system, the chemical nature of the MNP surface and its surface
charge, the presence of functional groups on the CNT tips, and, to some extent, the
length and chemical nature of the linker. In the capped state the total energy of the
nanocontainer reaches a minimum, Ec, as shown in Fig. 2.3. The depth of this
minimum can be controlled by adjustment of the parameters mentioned above.

Fig. 2.3 Typical total energy profile of the nanocontainer associated with the transition of the
magnetic nanoparticle from the nanotube tip to the sidewall (uncapping). Ec is the total energy
minimum corresponding to the capped state, i.e. when the MNP adheres to the CNT tip, and Eu is
the total energy minimum corresponding to the location of the MNP on the nanotube sidewall. Eb

is the energy barrier separating these two minima. The total energy profile is plotted as a function
of the angle σ which is defined by the coordinates of the points A, B and C shown in the inset. The
section d is the distance between the surface of the MNP and carbon atoms located on the nanotube
tip. It defines the degree of the uncapping
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The preferred depth of the total energy minimum cannot be precisely determined
but it should be “moderate”. This is because the capped state should be stable at
normal conditions, and so Eb–Ec should be greater than ca. 10 kBT. Very strong
interactions in the capped state are, however, not preferred because that state cannot
be thermodynamically locked and irreversible.

Looking at Fig. 2.3 we notice that the total energy of the system increases with
the increasing value of the angle σ (which, in turn is correlated with the slit size d),
passes the maximum Eb, and ends up in the second minimum Eu. This second
minimum corresponds to localization of the MNP on the nanotube sidewall, i.e. we
can call this state the uncapped one. The depth of the energy well in the uncapped
state can be controlled by adjustment of exactly the same parameters as in the
capped state. However, in this case the structure (state) of the CNT sidewall is very
important. For example, the presence of some functional groups on the sidewalls
can affect the interaction energy mainly in the uncapped state with only minor
influence on the stability of the capped state.

These two energy minima are separated by the energy barrier Eb. This parameter
is crucial for the proper function of the nanocontainer. As mentioned, Eb controls
the kinetic stability of both the capped and uncapped states. Thus, the key factor in
the design of the functional nanocontainer is a suitable adjustment of the energy
barrier Eb.

2.3.1.3 Interaction with the External Magnetic Field

If the nanocontainer in the capped state is exposed to an external magnetic field then
the magnetizations of the MNPs experience Néel rotation. Thus, they rotate in order
to align with the direction of the field but at the same time they displace from the
easy axes directions. This leads to appearance of magnetic anisotropy energy Ua

according to the formula:

Ua =KaV sin2θ ð2:1Þ

where Ka is the magnetic anisotropy constant of the material, V is volume of the
magnetic core, and θ is the angle between magnetization vector and easy axis
direction. The anisotropy energy creates a torque which drives the Brown rotation
of the whole nanoparticle. However, at some point the linker between CNT and
MNP hinders the Brown rotation. As a result, the MNP performs translation in
order to minimize mismatch between the easy axis and magnetization directions.
This translation leads finally to the uncapping of the nanotube.

Thus, the key factor responsible for the magnetically assisted uncapping of the
nanocontainer is the magnetic anisotropy constant of the magnetic material. That
parameter cannot be easily controlled as this is a material property. For example, the
reported values of Ka for bulk metallic cobalt are 4.5 × 105 J m−3 and 2.5 × 105

J m−3 for hcp and fcc structures, respectively [32]. It is well known, however, that
Ka is much larger for metal nanoparticles than for the bulk. For bulk samples, Ka is
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primarily due to magnetocrystalline anisotropy whereas for nanoparticles the
dominant contributions to the magnetic anisotropy arise from stresses, surface
effects and the shape of the granules [33, 34]. Thus, for very small NPs consisting
of about 30 Co atoms, the low-temperature value of Ka is 3 × 107 J m−3 i.e. two
orders of magnitude larger than for bulk metal [34]. In other studies involving 40 Å
cobalt NPs and temperatures about 600 K, it was found that Ka = 6 × 106 J m−3

[35]. On the other hand, Respaud et. al. [32] found Ka in the range 0.83–1.0 × 106

J m−3 for ultrafine Co NPs (15 Å in diameter). As seen, the Ka value seems to be
dependent on the NP sizes and probably also shape distribution and other factors
that affect the values of Ka determined experimentally in different labs. Thus, it is
difficult to predict a strict Ka value for a given case but knowing the above
experimental values we can get a notion of the physically reasonable range of its
values. The assumed diameter of magnetic cores in our model, 80 Å, is significantly
larger than those the mentioned above, thus we might expect that actual Ka values
for our cobalt NPs should be rather closer to 106 J m−3 than to 107 J m−3. Obvi-
ously cobalt is neither the only nor the best material for the magnetic caps of the
NC. Materials based on rare earth elements often exhibit enormously high satura-
tion magnetization and magnetic anisotropy. For example, SmCo5 exhibits Ka value
as high as 1.3 × 107 J m−3 for bulk material [36]. It is likely that SmCo5
nanoparticles would posses a Ka value about one order of magnitude larger.
Therefore, such materials represent reasonable alternatives if Co NPs revealed a
magnetic anisotropy too low for proper function of the NC.

Figure 2.4 shows an example of the magnetically triggered uncapping of a
nanocontainer which is composed of magnetic nanoparticles with a Ka value rep-
resentative of cobalt, i.e. 5 × 106 J m−3. The strength of the external magnetic field
was set to 4.7 T. This value produces the magnetic energy comparable to the
anisotropy energy (2.1) and, as seen, it is enough to induce uncapping within times
less than 10 ns. In Fig. 2.4 we also notice an important effect of the initial orien-
tation of the nanocontainer with respect to the field direction. In some cases, when
the orientation of the magnetization of a given nanoparticle is similar to the field
direction, no uncapping occurs.

2.3.1.4 Spontaneous Recapping Without the External Magnetic Field

The uncapping transition involves overcoming an energy barrier, as mentioned in
Sect. 2.3.1.2, and this can be done by exposing the system to an external magnetic
field. The uncapped state is also separated by an energy barrier and that barrier can
be significant. This means that the uncapping transition can be an irreversible
process, however, this is not desirable. A functional nanocontainer should be able to
spontaneously return to the capped state after some time. That property is necessary
for drug loading prior to administration of the nanocontainer to the body.

As already mentioned, the energy barrier for the recapping transition can be
controlled by modification of the nanotube sidewalls. We considered several
methods, [23] however, the most promising seems to be covalent functionalization
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of the sidewall defect sites by other small functional groups. Table 2.1 shows
selected results obtained by incorporation of amide groups on the sidewalls of
triple-walled carbon nanotube.

As can be seen in Table 2.1, the energy barrier for the recapping of the bare
triple-walled nanotube is about 72 kJ mol−1. This is a relatively high (compared to
kBT) value and the recapping process will be very slow or it can even be kinetically
blocked. It should be mentioned that MNPs are very heavy objects and their motion
is orders of magnitude slower than atoms or molecules. Therefore, that value of the

Fig. 2.4 Magnetically
triggered uncapping of the
nanocontainer after exposure
to a 4.7 T external magnetic
field. The initial configuration
was the fully capped structure
brought to equilibrium
without the external magnetic
field applied. The
magnetizations of the MNPs
were aligned with the
directions of the easy axes.
The symbols x, y, and z mean
the direction of the applied
field. Codes L (left) and
R (right) are used for formaly
distinguishing each end of the
nanocontainer. The snapshots
show the final configurations
after 10 ns together with the
indication of the magnetic
field directions (arrows)

Table 2.1 Energy barriers found for the nanocontainer composed of triple-walled carbon
nanotube, amide functionalized triple-walled carbon nanotube, and additionally filled with
cisplatin molecules

Nanotube Energy barrier for
uncapping, kJ mol−1

Energy barrier for
recapping, kJ mol−1

Bare triple-walled 107.8 72.4
Amide functionalized 116.8 52.1

Amide functionalized and
filled in cisplatin

145.7 47.27
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energy barrier means that the MNP is locked in the uncapped state of the
nanocontainer. However, when the sidewall of the nanotube is functionalized by
amide groups, the energy barrier drops by 20 kJ mol−1. Our estimation of the
likelihood of the recapping transition, based on the transition state theory, leads to
the conclusion that barriers lower than ca. 60 kJ mol−1 can be overcome sponta-
neously within a reasonable timescale [23]. Thus, the covalent functionalization by
amide groups seems to be a method of choice in the construction of a fully func-
tional nanocontainer.

The presence of drug molecules in the inner cavity of the nanotube also affects
the energetic picture of the nanocontainer. However, the encapsulated cisplatin
molecules modify mainly the energy barrier for the uncapping transition. Also, the
amide groups localized on the sidewalls enhance the energy barrier of the uncap-
ping. This is due to an extra energy component coming from polar amide groups
(bearing partial electric charges) distributed circularly around the MNP at the
capped state. The cisplatin molecules also provide an extra energy component due
to their interactions with the MNP in the capped state. The question is why those
amide groups lower the energy barrier to the uncapped state. The answer comes

Fig. 2.5 Snapshots of the
uncapped states of the
nanocontainers composed of
bare carbon nanotube (upper
part) and amide
functionalized nanotube
(bottom part). In both cases,
initially, the nanocontainers
were filled in cisplatin
molecules
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from analysis of the system snapshots with and without the presence of amide
groups. As can be seen in Fig. 2.5, the attached amide groups prevent the MNP
from a very close contact with the nanotube sidewall. This, in turn, reduces the
range of the dispersion interactions between these two bodies. Therefore, the amide
groups, or actually any other groups localized on the nanotube sidewall, act as steric
obstacles. The snapshots in Fig. 2.5 also show that cisplatin quickly escapes from
the CNT interior upon formation of the uncapped state.

2.3.2 Uncapping of Carbon Nanotube by Detachment
of Colloid Nanoparticles

2.3.2.1 Bonded Form at Neutral PH

According to the scheme shown in Fig. 2.1, the hydrazone bonds are stable at
neutral pH. Thus, we constructed a model system in which a single-walled carbon
nanotube is linked with a gold nanoparticles by N′-[(E)-(4-{2-[2-(2-sulfanylethoxy)
ethoxy] ethoxy} phenyl) methylidene] formic hydrazide linkers. The system is
shown in Fig. 2.6 and it is stable at neutral pH by definition. Therefore, we focused
mainly on the stability of the unbonded form at acidic pH.

Fig. 2.6 Simulation snapshot
of a CNT functionalized by
gold nanoparticles at neutral
pH using the linkers N′-[(E)-
(4-{2-[2-(2-sulfanylethoxy)
ethoxy] ethoxy} phenyl)
methylidene] formic
hydrazide. The bottom part
shows the cross-section of the
system
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2.3.2.2 Detachment of Gold Nanoparticles Upon Hydrolysis
of Hydrazone Bonds

At acidic pH the hydrazone bonds are cleaved and gold nanoparticles are chemi-
cally disconnected from the CNT. Thus, we should observe detachment of gold
nanoparticles from the CNT tips and release of previously encapsulated drug
molecules from the CNT inner space. However, our calculation results concerning
such systems led to the conclusion that gold nanoparticles do not detach from the
CNT. A closer analysis of the system structure showed that some linkers, attached
to gold nanoparticles, were incorporated in the internal space of the CNT, as shown
in the inset of Fig. 2.7.

The presence of linkers in the CNT interior is the main factor responsible for the
lack of detachment of gold nanoparticles from the CNT tips because the dispersion
interactions between the hydrophilic nanoparticles and the hydrophobic CNT in
such a small system should not be large. The potential of mean force (pmf),
determined from biased simulations, reaches about 250 kJ mol−1 for the process of
enforced separation of these two species (Fig. 2.7). Therefore, we can conclude that
spontaneous detachment of gold nanoparticles from the CNT is thermodynamically
impossible in the considered conditions.

However, an analysis of the system when the CNT interior is filled with cisplatin
molecules gives the energy barrier against detachment not bigger than 15 kJ mol−1

(Fig. 2.8). This is not a big value and the spontaneous detachment and release of
cisplatin should occur in normal conditions without any extra energy bias. Such a
strong difference between the solvent filled CNT (Fig. 2.7) and cisplatin filled CNT

Fig. 2.7 Potential of mean
force (pmf) determined while
dragging the gold
nanoparticle from the tip
position to the bulk for the
case when the interior of the
nanotube is filled with
solvent. The pmf was
determined using the umbrella
sampling method with
weighted histogram analysis.
The bottom snapshot shows a
cross-section of the system in
its initial position
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(Fig. 2.8) is due to the lack of incorporation of linkers to the CNT interior in the
latter case. Cisplatin forms a kind of condensed phase in the CNT internal space,
and this prevents incorporation of linkers and reduces their anchoring effect.

2.4 Conclusions

Computer simulations are a valuable tool for predictions of how a particular
molecular structure behaves under given conditions, and they can be used for the
design of functional drug delivery systems. Magnetically controlled nanocontainers
might be promising candidates as a drug targeting and delivery systems. They allow
for high loadings of active component inside the nanotube and controllable release
by means of an external magnetic field. However, they need a careful tuning of the
molecular structure in order to obtain a proper energetic balance between the dif-
ferent states of the system. The presence of polar groups attached to the nanotube
sidewalls makes the system fully functional, more hydrophilic, and reduces the risk
of agglomeration of an ensemble of such systems into big clusters.

Hydrazone bond hydrolysis at slightly acidic pH is a promising factor for the
construction of smart drug delivery systems. However, as shown in the analyzed
system, there might appear some phenomena (difficult to predict in advance) which
render the function impossible. In the particular case of capping the CNT by gold
nanoparticles, we found that the incorporation of linkers in the CNT interior might
lock the nanoparticles at the nanotube tips. Also, if bigger system sizes are con-
sidered, there might be a risk of locking the nanoparticles by dispersion interactions
between the nanoparticles and the CNT.

Fig. 2.8 Potential of mean
force (pmf) determined while
dragging the gold
nanoparticle from the tip
position to the sidewall for the
case when the interior of the
nanotube is filled with a
mixture of cisplatin and
solvent. The lefthand side
snapshot shows the system
structure in its initial position,
while the righthand side
shows the final position
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Chapter 3
Phase Behavior of Liquids Embedded
with Graphene Genealogic Tree
Nanoparticles

Sergey Artemenko, Victoria Karnaukh and Victor Mazur

Abstract This work discusses the phase behavior of conventional liquids and their
binary mixtures in the presence of graphene genealogic tree nanoparticles. An
algorithm for evaluation of critical parameters shift after adding the nanoparticles to
the pure liquid is applied to estimate critical point of nanofluid. It is argued that
dimensionless thermodynamic surfaces of reference liquid and nanofluid with
volume nanoparticle concentration less than 5% are coincided. A global phase
diagram approach is proposed to evaluate a possible azeotropic states in binary
mixtures after nanoparticles doping. The influence of graphene genealogic tree
nanoparticles (carbon nanotubes—CNT, fullerenes—C60, and graphene flakes) on
the liquid–liquid equilibria is discussed. The change in location of upper critical end
point (UCEP) for liquid–liquid coexistence curve of the mixture of nitrobenzene
and heptane and system of nitrobenzene, heptane and graphene genealogic tree
nanoparticles is predicted.

3.1 Introduction

Nanofluids (NF) have received considerable attention due to their potential to
enhance the thermal, chemical and physical properties of conventional working
fluids [1, 2]. Knowledge the NF phase behavior is of immense interest to decode the
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puzzle phenomena associated with novel and emergent nanotechnologies. Never-
theless, so far, there are neither experimental nor theoretical assessments in liter-
ature available evaluating the values of changes in the singularities for conventional
liquids after nanoparticle doping. The results of this study present analyzes the
phase behavior of liquids and binary mixtures embedded with graphene genealogic
tree nanoparticles.

To predict the NF phase behavior we suggested that dimensionless thermody-
namic surfaces of reference liquid and nanofluid with volume nanoparticle con-
centration less than 5% are coincided and we apply an algorithm for evaluation of
critical parameters shift after nanoparticle adding for pure liquid in order to estimate
critical point location of nanofluid. Shift of the carbon dioxide critical point in
presence of the graphene genealogic tree nanoparticles (carbon nanotubes—CNT,
fullerene—C60, and graphene flakes) is evaluated. The critical temperature of the
nanofluid varies insignificantly, while the critical density essentially depends on the
density of nanoparticles.

Phase behavior of binary mixtures with nanoparticle presence is analyzed with
global phase diagram technique as a most comprehensive system of mapping of the
global equilibrium surface onto the surface of the critical parameters of compo-
nents. This approach was selected to determine the possible types of phase equi-
libria in binary mixtures with nanofluids and provides some general ideas for
universal phase diagrams visualization. Nanostructured materials change the sin-
gularity positions and consequently impact the phase behavior types of binary
mixtures of nanoliquids due to the shift of critical points of the components.

To predict the azeotropy appearance in binary nanoliquids the global phase
diagram for the one-fluid Redlich-Kwong equation of state model is used. An
example of transition from the zeotropic R1234yf—R161 system to the most likely
azeotropic state (the R1234yf—R161—graphene genealogic tree nanoparticles
mixture) is considered here.

The impact of nanoparticles on the shift of three-phase equilibria in the II type of
phase behaviour is provided for the nitrobenzene–heptane system. The changes in
location of upper critical end point (UCEP) for liquid–liquid coexistence curve of
nitrobenzene–heptane after adding graphene genealogic tree nanoparticles are
predicted. NF phenomena look as a prospective pathway to create a new class of
sustainable working fluids and bring such benefits like energy efficiency (e.g.,
improving heat transfer, reducing pumping power), lower operating costs, smaller/
lighter systems (small heat exchangers) and cleaner environment (e.g., reducing
heat transfer fluid inventory) [3, 4].

3.2 Impact of Nanoparticles on the Critical Point Shift

A critical point is the singular point of the pressure-density-temperature surface that
designates conditions under which a liquid and its vapor phase can coexist.
Knowledge of critical point (line) gives information about thermodynamic behavior
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of pure substance (binary mixture). Nanoparticles change the intermolecular
interactions between nanofluid components and shift the location of singularities. It
is suggested the liquids with small impurities do not violate the corresponding state
principle and the dimensionless thermodynamic surfaces of reference liquid and
nanofluid coincide [5, 6].

The fundamental equations of state in reduced form [7, 8] are used to restore
thermodynamic surface in vicinity of singular point. Compressibility factor (Z) of
nanofluid in the range 0–5% volume concentrations φ of nanoparticles (np) was
found via scaled reference fluid properties

Z = ZðρCnf ̸ρ, T ̸TCnf Þ. ð3:1Þ

Critical parameters of nanofluid (ρCnf, TCnf) were calculated from fundamental
equation of state in vicinity of critical point. The density of nanofluid (nf) was
determined via reference fluid density (rf) by standard approximation [9]:

ρnf = ð1−φÞρrf +φρnp ð3:2Þ

To estimate the nanofluid critical parameters an algorithm from [5] was applied.
From the fundamental EoS for reference liquid the p—ρ—T data in vicinity of
critical point were generated to establish the fitting parameters in the power law
equations [7]

ρσ
ρc

− 1=N1ð1− Tσ
Tc
Þ±N2ð1− Tσ

Tc
Þβ ð3:3Þ

Here ρc and Tc are critical density and temperature; N1, N2, β are fitting
parameters; ρσ and Tσ are density and temperature along saturation curve.

An (3.3) is valid both reference liquid and nanofluids only in the critical
domain. The fitting parameters in (3.3) were restored from the ρ—T data for
reference liquid and then used to estimate critical parameters of nanofluid. Relia-
bility and accuracy of algorithm tested at limit φ = 0 to reproduce the critical points
of reference liquids. The results of our calculations reproduce the EoS data from
[7, 8] within experimental accuracy of density measurements for given substance.

Estimation of the CO2 critical point change with different bulk density of
nanoparticles: graphene genealogic tree (CNT—Fig. 3.1a, fullerenes—Fig. 3.1b,
and graphene flakes—Fig. 3.1c).

The portrait of thermodynamic behavior near critical point for selected fluids
was obtained via application of the fundamental equations of state [7, 8]. The
variations of critical temperature and density after adding of different nanoparticles
are provided in Table 3.1 and in Fig. 3.2. The growth of nanoparticle concentration
leads to insignificant change of critical temperature for the nanoliquid CO2 with
graphene derivatives.
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(a) ρCNT = 1330 kg/m3 (b) ρC60 =1650 kg/m3 (c) ρG = 2230 kg/m3

Fig. 3.1 Graphene and its derivatives. (a) ρCNT = 1330 kg/m3, (b) ρC60 = 1650 kg/m3,
(c) ρG = 2230 kg/m3

Table 3.1 Effect of graphene derivatives on the shift of critical temperature (ΔTc = Tcnf − TcCO2)
and density (Δ ρc = ρcnf − ρcCO2)

Graphene
derivatives

Δρc, kg/m
3 at

φ = 1%
Δρc, kg/m

3 at
φ = 5%

ΔTc, K at
φ = 1%

ΔTc, K at
φ = 5%

CNT 5.7 22.6 0.01 0.11
C60 7.5 33.2 0.01 0.13
Graphene flakes 12.5 55.7 0.02 0.19

Density, kg/m3
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Fig. 3.2 Effect of graphene derivatives doping on position of the carbon dioxide critical point
(triangles) and liquid–vapor transition
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The change in the nanofluid critical density under the graphene derivatives
impact is more significant and linearly dependent on the density of the implanted
nanoparticles.

3.3 Azeotropy Phenomena in the Binary Nanoliquids

Global phase diagram is a convenient and effective tool to recognize azeotropy
phenomena in binary mixtures. The limits of the critical azeotropy at xi → 0 or at
xi → 1 is determined from azeotropy conditions

μli = μgi , i=1, 2, xli = xgi ð3:3Þ

where μi and xi are chemical potential and composition of ith component in the
liquid (l) and gas (g) phases, correspondingly.

The system of thermodynamic equations defines a degenerated critical azeotrope
line. Solution of this system gives the boundaries in global phase diagram between
zeotropic (shaded region) and azeotropic [A (azeotropy), H (heteroazeotropy)]
states in Fig. 3.3. For equal sized molecules (Z3 = 0) the azeotropic borders are
straight lines in the (Z1, Z2)-plane. To separate the azeotropic and zeotropic regions

Fig. 3.3 Part of global phase diagram for the one-fluid Redlich-Kwong EoS model with different
size molecules (Z3 = 0, Z3 = 0.2); Notations: tricritical line; azeotropic boundaries;

the Lorentz-Berthelot combining rule; I–V types of phase behavior without azeotropic
states; I-A–V-A types of phase behavior with azeotropic states; ZTEP is line of zero-temperature
end points
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on the global phase diagram the series of inequalities were developed. A corre-
sponding relationship for the modified Redlich-Kwong EoS [10] was given in [11]:

Z2 =∓Z1 − 0.67ð1±Z1Þ 1− Z4
1±Z3

− 1
� �

. ð3:4Þ

The dimensionless parameters of the Redlich-Kwong model were chosen
according Deiters and Pegg [12]:

Z1 =
d22 − d11
d22 + d11

,

Z2 =
d22 − 2d12 + d11

d22 + d11
,

Z3 =
b22 − b11
b22 + b11

,

Z4 =
b22 − 2b12 + b11

b22 + b11

ð3:5Þ

where

dij =
T*
ij bij
biibjj

, T*
ij =

0.204 aij
Rbij

� �2 ̸3

.

The adjustable binary interaction parameters kij and lij are determined in classical
form via the Lorentz-Berthelot combining rules (kij = lij = 0):

aij = ð1− kijÞ ffiffiffiffiffiffiffiffiffiffi
aii ajj

p
, bij = ð1− lijÞ bii + bjj

2
. ð3:6Þ

The intersection of straight lines determines the occurrence of double azeotropy
phenomenon [10].

As an example of nanoparticles impact on the phase behaviour of binary mixture,
we considered the zeotropic system R1234yf—R161 with low global warming
potential as a possible replacement of obsolete refrigerant R134a. On the global
phase diagram a mixture of interest that belongs to the II type of phase behavior
corresponds to the point with coordinates Z1 = −0.03, Z2 = −0.05. The EoS
parameters for both low-boiling compound R1234yf and R161 were taken from [13]:
TC = 367.85 К, ρC = 485.55 kg m−3 and TC = 375.3 К, ρC = 301.81 kg m−3.

Global phase diagrams of binary fluids represent the boundaries between dif-
ferent types of phase behaviour in a dimensionless parameter space. In a real p—T
—x space, two relatively similar components usually have an uninterrupted critical
curve between the two critical points of the pure components. Here we consider
phase behavior of the R1234yf—R161 zeotropic blend and R1234yf—R161—
graphene genealogic tree nanoparticles as most likely azeotropic system that are
recognized as low global warming potential (GWP) refrigerant to replace the R134a
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refrigerant. The binary interaction parameters were fitted by the Lorentz-Berthelot
combination rule (kij = lij = 0). The results of phase equilibria calculations for
different temperatures in the pressure—composition diagrams demonstrate that the
R1234yf doped with the CNT, C60, and graphene nanoparticles, correspondingly
increases the critical temperature of pure low-boiling component until 369 K. This
shift conduces to transformation from zeotropic state to azeotropic state
(Z1 = −0.03, Z2 = +0.05).

Notations:

C6H5NO2+n-C6H14 UCEP

C6H5NO2+n-C6H14 + CNT UCEP 

C6H5NO2+n-C6H14 + C60     UCEP

C6H5NO2+n-C6H14 + graphene flakes UCEP 

C6H5NO2+n-C6H14 experimental data [14]

C6H5NO2+n-C6H14 experimental data [15]

C6H5NO2+n-C6H14 mean field model from data [14]

C6H5NO2+n-C6H14 mean field model from data [15]

Fig. 3.4 Liquid–liquid coexistence curves and UCEP location of the binary fluids nitrobenzene–
heptane and nitrobenzene–heptane–nanoparticles
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3.4 Impact of Nanoparticles on the Shift of Liquid–Liquid
Equilibria

A liquid-liquid critical point (LCCP) is the endpoint of a liquid-liquid phase tran-
sition line is observed in all types of phase behavior excluding I type. LCCP
represents a critical point where two types of local structures coexist. Influence of
nanoparticles of graphene genealogic tree on the liquid–liquid equilibria we have
analyzed for the II type of phase behaviour the binary nitrobenzene–heptane blend.
The both the Redlich-Kwong and any other mean field models cannot simultane-
ously describe experimental data near critical point and at low temperatures. The
more exact description of experimental data from [14] and [15] in the near-critical
region was preferred. Coefficients kij (lij) are 0.01824 (0.01392) for nitrobenzene–
heptane and nitrobenzene–heptane–nanoparticles were determined. Deviations of
mean field model from experimental data for binary mixtures of interest are pro-
vided in Fig. 3.4. The changes of coefficients kij and lij displace the liquid–liquid
coexistence curve of binary mixture and location of upper critical end point
(Fig. 3.4). Experimental data processing gives values of the upper critical end point
(UCEP) for the liquid–liquid coexistence curve of the binary fluids nitrobenzene–
heptane and nitrobenzene–heptane–nanoparticles: TUCEP = 293.0 K, xUCEP =
0.519 and TUCEP = 292.5 K, xUCEP = 0.531, correspondingly. The adding of
graphene genealogic tree nanoparticles leads to intermediate values for UCEP
(Fig. 3.4).

3.5 Conclusion

This study demonstrates existing relationships between the critical point shift in
conventional liquids and phase equilibria phenomena in mixtures embedded with
graphene genealogic tree nanoparticles. The results obtained represent very useful
information for scientists and engineers working in the area of nanotechnology
applications. The critical point shift for carbon dioxide with different types of
nanoparticle doping: (CNT, C60, and graphene flakes) is estimated. Global phase
diagram concept is applied to restore possible phase diagrams as functions of
critical density and temperature of mixture components.

It is proven the azeotropy phenomena can arise if nanoparticles added to zeo-
tropic blends. As an example, transition from the zeotropic mixture R1234yf—
R161 to the azeotropic mixture R1234yf—R161—nanoparticles pretended to be
replacement the refrigerant R134a is discussed.

The shift of three phase (liquid–liquid–gas) equilibria for the II and III types of
phase behavior is considered for the nitrobenzene (C6H5NO2)—heptane (n-C6H14)
system. The liquid–liquid coexistence curve is distorted under nanoparticles impact
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of the graphene derivatives. The effect of nanoparticles leads to a decrease in the
temperature of the upper critical end point as a function of the density of the
nanoparticles. Maximum decreasing UCEP temperature is observed for graphene
flakes doping.
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Part II
Ionic and Ionic-Electronic Liquids



Chapter 4
Peculiarities of NMR Relaxation
in Ionic Liquids: Difficulties
in Interpretation and Novel Possibilities

Vladimir V. Matveev and Konstantin V. Tyutyukin

Abstract An applicability of 13C and 1H relaxation rates (1/T1) to direct calcula-
tions of the characteristic reorientation time (τc) in imidazolium-based ionic liquids
has been analyzed. It has shown that 13C NMR relaxation technique can be applied
to ionic liquids as successfully as it took place for other liquid systems and allows
one to get τc values for each carbon directly. The corresponding 1H data are affected
by dipole-dipole interaction only at “higher temperature” range while at lower
temperatures spin-diffusion process controls the proton relaxation. Both carbon and
hydrogen 1/T1 dependences are suitable for calculation of τc and reveal equal
numerical values for a number of functional groups of [emim]Ac at the proper
temperature range. On the other hand, 1H relaxation curves of some functional
groups allow one to detect motions, unobservable in the carbon relaxation and,
thereby, to extract more information concerning details of the dynamics of the
[amim]+ cations.

4.1 Introduction

For many decades, NMR T1-relaxation has been used successfully to study a
variety of fluid systems, including both pure liquids and various solutions, see e.g.
[1–3] and references within. In the most cases one needs to obtain a temperature
dependence of the 1/T1 with one or more maxima, and this dependence can be
transformed to the temperature dependence of the characteristic reorientation time
(τc) for each chemical/functional group of the system under investigation.

During 2 or 3 last decades a new class of liquid systems drew much attention,
and the systems are known now as “Ionic Liquids” (ILs, RTILs). A lot of reviews
were dedicated both to the unique properties of ionic liquids [4–6] and to results of
an application of the NMR technique to ILs [7–13]. Keeping in mind these reviews
the main purpose of this work was not a comprehensive survey of all the publi-
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cations but a discussion of some trends in the application of NMR, especially of
NMR relaxation, to understanding of structure and dynamics of ILs of various kinds
with focusing on some differences/problems appearing during an evaluation of the
NMR relaxation data in ILs. An accent has been made on critical analysis of
common approach to the interpretation of 13C T1 relaxation data for
imidazolium-based ILs because for these systems an erroneous interpretation is
replicated for ca. last 15 years.

In view of the above only articles directly related to the designated task i.e.,
those connected to carbon or proton relaxation in ionic liquids of [amim]X kind,
were cited in full (within the limits of our knowledge). Of the rest of the literature,
only articles over the last 2–3 years were cited as well as some articles from
previous years which were not included in the reviews listed above.

4.2 Basics of the Theory of NMR T1 Relaxation

First, we would like to recall briefly the basics of NMR relaxation for fluid systems
taking into consideration that similar information was already included in a number
of recent reviews and textbooks. In particular for the case of 1H and 13C nuclei the
dipole-dipole interaction is the main one which affects the relaxation rate [1–3].

For the theoretical description of T1 frequency and/or temperature dependences
the Bloembergen-Purcell-Pound theory (further BPP) is usually used. The BPP as
well as the other NMR relaxation theories is based on the concept of spectral
density function, J(ω, T). This function generally can be written using a set of
relaxation times, τi, and their contributions, Ci; note that the sum of all Ci equals 1.

J ω,Tð Þ= ∑
i

CiτiðTÞ
1+ ðωτiðTÞÞ2

, ð1Þ

Here ω is a cyclic resonant frequency (2πυ0) for the nucleus investigated.
In the case of dipole-dipole mechanism of relaxation with one correlation time τc

this theory reduced to expressions (2) for 13C and (3) for 1H [1–3, 14–16].

1
T1C

ωC ,Tð Þ= s2CA0
6τcðTÞ

1+ 4.97ωCτcðTÞð Þ2 +
τcðTÞ

1+ 2.97ωCτcðTÞð Þ2 +
3τcðTÞ

1+ ωCτcðTÞð Þ2
 !

, ð2Þ

1
T1H

ωH ,Tð Þ= s2HA0
τcðTÞ

1+ ωHτcðTÞð Þ2 + 4
τcðTÞ

1+ 2ωHτcðTÞð Þ2
 !

. ð3Þ

where ωH andωC—cyclic resonant frequency (2πυ0) for 1H and 13C, respectively; sc
2

and sH
2 (≤ 1) are so called order parameters which will be discussed later; A0 is a
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constant which does not depend on temperature and frequency. For hydrogen and
carbon nuclei this constant is given by expressions (3) and (4):

A0ðHÞ= 3
10

γ4Hℏ
2 ̸r6HH

� �
, ð4Þ

A0ðCÞ= 3
10

ðγ2Cγ2Hℏ2 ̸r6CHÞ, ð5Þ

where ħ is the reduced Plank constant (h/2π), rHH is the distance between the
interacting H-atoms, rCH is a length of the C–H bond, γH and γC are magnetogyric
ratios for 1H and 13C nuclei.

Formulas (2) and (3) describe a relaxation under interaction of two isolated
nuclei. The theory considering interaction of several nuclei leads to quite compli-
cated formulas however, it appears that rather good approximation turns out mul-
tiplication of the right part of the (2) and (3) by number of pair interactions of the
nucleus with an environment (interacting couples), and this approach will be used
in further calculations. Only the nearest neighbor spins were thus considered due to
a strong dependence of the dipole-dipole interaction intensity on the distance (r−6).

Expressions (2) and (3) describe a dependence of the relaxation rates on the
correlation time (τc) and resonance frequency (ωH or ωC). There are several pro-
cedures in order to transform 1/T1 values to τc magnitudes. Let us discuss them in
more detail.

The simplest way is to use the ratio 1/T1 = constant * τc which is valid at
so-called “extreme narrowing” case, i.e. at τcω « 1. This situation is common for
systems with low viscosity and/or at not high working frequency, and it was used
for a lot of pure liquids, liquid mixtures, and electrolyte solutions. However in the
case of ionic liquids, due to much higher viscosity, this procedure is often insuf-
ficient and can even lead to absolutely wrong results.

Another known procedure is based on the use of the total temperature depen-
dence. In this case an achievement of the 1/T1 maximum point is extremely
essential, since at that point the τc magnitude can be directly calculated using (6)
and (7):

τcωH =0.616, ð6Þ

τcωC =0.791, ð7Þ

for hydrogen and carbon, respectively [1–3, 14]. At the same time the y value at the
point of maximum allows an independent determination of the constant (s2A) in
expressions (2) or (3) hence, a further calculation of τc at any temperature.

Experimentally specified dependences can be obtained by “scanning” of 1/T1
relaxation rates on temperature, and for their approximation one may use expres-
sions (2) or (3) in common with standard Arrhenius dependence of the correlation
time
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τc Tð Þ= τ0exp Ea ̸RTð Þ, ð8Þ

where Ea—is an activation energy for this type of movement, R—the gas constant,
τ0 (so-called “τc at zero T”)—the parameter which isn’t making clear physical
sense. At approximations of experimental dependences A0, Ea и τ0 are commonly
used as adjustable parameters.

The approach described above is rather effective and is widely used for the
analysis of orientation mobility of various liquid systems including ionic liquids.
A shortcoming of the approach is a postulation of the τc Arrhenius dependence with
one energy of activation (5) for the whole temperature range studied while it is well
known that for many liquid systems (some pure liquids, solutions and so forth) such
approach is unfair.

At the same time it is obvious from (2) and (3) that 1/T1 experimental depen-
dences can be directly counted in values of the correlation times, and, thereby, give
valid τc dependences on temperature. In practice, however, there are a number of
difficulties. First, the numerical values of A0 are known with insufficient accuracy
because of the strong dependence on the exact rHH and rCH distances values in a
liquid or solution. Second, an introduction of the s2 ≤ 1 coefficient which takes
into account possible contributions to the relaxation rates from other molecular
movements in complex molecules is needed for some cases. In particular, according
to (1), the J(ω, T) in (2) is a combination of various contributions with different τi
values reflecting the nucleus reorientation. For two different correlation times e.g.
τc1 and τc2, (1) transforms to Woessner “anisotropic rotation” model [15, 16] or to
Lipari-Szabo “model-free” approach [17]. Both models predict a function with two
maxima but the experimental curves are often able to reflect only a part of the whole
function because of temperature and/or frequency limits i.e., only one of two
possible maxima is observed. Therefore the dependence might look like a curve
with only maximum. However factors c1 and/or c2 in (1) and corresponding factors
in (2) and (3) are unknown, may be sufficiently less than 1, and therefore a direct
calculation of τc may lead to wrong τc values. In this regard rather wide circulation
was received by a method of measuring of relaxation times in so-called “disper-
sive” area, i.e. in the area which is including 1/T1 maximum. It allows one to
determine a τc value in the maximum point directly using ratios (6) and (7) and not
to demand a preliminary knowledge of the A0 (or s2A0). On the contrary, the last
value can be independently determined from 1/T1 magnitude at the point of
maximum.

Thus, the foregoing analysis revealed, that each of the existing procedures used
for a conversion of relaxation rates to the correlation times (the characteristic times
of the rotational reorientation) contains approximations that require the verification
in each individual case. Nevertheless, the τc magnitudes obtained are well suited for
characterization of the average ion mobility as a whole and of each functional
group, for which a separate line exists in the NMR spectrum.
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Experimental

Three pure ionic liquids: [bmim]PF6, [bmim]BF4, and [emim]Ac were received
from Sigma-Aldrich and used without further purification. All NMR measurements
were carried out using NMR AVANCE-400 spectrometer at resonance frequencies
(f0) 100 MHz for 13C nuclei and 400 MHz for 1H ones.

4.3 Carbon 1/T1 Temperature Dependences

Regular publications on measuring the relaxation rates in ionic liquids started to
appear from the beginning of the 90s, and most of them are already reflected in the
reviews and books over the years. It is useful to note that many of pure ILs,
especially the imidazolium-based ones (see above), are very suitable for investi-
gation by NMR relaxation due to their much higher viscosity comparing to con-
ventional pure liquids and electrolyte solutions. As the result a lot of investigations
were made using 13C NMR, see reviews above. Some of the most recent works will
be also cited at the end of the paper. The advantages of using the carbon resonance
compared to hydrogen one look almost evident, since carbon is included in the
cation skeleton and therefore directly reflects the cation mobility while the
hydrogen relaxation can mask a relatively slow reorientation of the cation due to
the additional rapid rotation of CHn-groups.

Probably the first regular investigations of 13C relaxation rates, 1/T1C was made
by Carper with coworkers in several imidazolium-based ILs [7, 18–22]. Indeed,
these authors carried out measurements of temperature dependences of 1/T1 for

13C
nuclei in [amim]+ cations, showed that these dependences correspond to the
expected ones (2), and calculated numerical magnitudes of the reorientation times
(τc) for each group in the investigated ILs. Up to now these papers are cited in
practically all reviews (including e.g. a review of 2016 [13]) as the basic works in
the topic. However a number of questions and/or problems appeared if one decided
to penetrate deeper into the interpretation procedure. So we reanalyzed ones more
both the data and the interpretation procedure of the Carper’s group approach and
would like to demonstrate below that some of the authors’ key assumptions used in
the τc calculation were wrong.

First, the authors reported about non-monotonic temperature dependence of the
characteristic time (hereinafter correlation time, τc) for the imidazolium-ring car-
bons reorientation which appeared after direct calculations using (2), see Fig. 4.2
(Fig. 2 from [20]).

To try to explain and understand this non-physical dependence authors attributed
the result to a strong influence of the chemical shift anisotropy (CSA) on ring
carbons relaxation and suggested to use nuclear Overhauser effect (NOE) experi-
ments in order to reach correct results, i.e. monotonic τc increasing with the
decreasing of temperature. To agree with the procedure one should declare at least
three assumptions that require an additional verification:
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(i) Using (2) for direct transformation of 1/T1C dependences to τc ones reveals
wrong results namely, non-monotonic temperature dependences of τc;

(ii) A reason of (i) is a fact that 1/T1C values are not of pure dipole-dipole origin
but contain a sufficient contribution from CAS interaction, whereby the (2)
ceases to be valid.

(iii) NOE experiments require for right transformation of experimental 1/T1C
values to τc ones.

Since the CSA contribution is proportional to the permanent magnetic field the
assumption (ii) could be checked directly. Measuring the spin-lattice relaxation time
(T1) at two different magnetic fields [23] revealed undoubtedly an absence of the
CSA contribution for any carbon of the [amim]+ cation (the CSA contribution was
found less than 2%). As the result, this led to a situation where well-known and
successfully used NMR relaxation approach could not be applied to ionic liquids
due to unknown reasons. The situation was unclear up to 2014 when the assumption
(i) was rejected [14]. And let us discuss this procedure in more detail.

The authors [14] recalculated τc values by following the same procedure as in
the works [7, 18–22] i.e. using the (2) for direct transformation a 1/T1 magnitude to
the τc value. Initially non-monotonic τc dependences were obtained similar to those
obtained earlier, see Fig. 4.2. However, a deeper analysis revealed an error in the
calculations. Namely (2) has two real roots at each temperature and both roots are
positive. Temperature dependences of the roots, i.e. of the calculated τc values, are
shown in Fig. 3 from [14].

The root#1, marked by the dotted line, shows an increase of the molecular
mobility under temperature increasing, i.e. corresponds to conventional models of
molecular mobility. The second root, otherwise, shows an increase of the molecular
mobility under temperature decreasing. It contradicts any existing theory and
therefore this root doesn’t make physical meaning. It is worth emphasizing that
such situation is not a feature of only ionic liquids as similar solutions of the (1)
with two roots will turn out for any fluid system where maximum in the 1/T1
temperature dependence is observed, e.g. in viscous liquids or concentrated elec-
trolytes solutions.

Fig. 4.1 Demonstrates a chemical structure of the [emim]+ cation of the [emim]CH3COO
([emim]Ac) ionic liquid (IL) from the most common family of the imidazolium-based ILs.
Numbering of lines in the Figure will be used further to describe the 1H relaxation in [emim]Ac
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Coming back to calculations in the [20], the authors used the smaller root
magnitude at all temperatures as marked in Fig. 4.3 by the red line and thus
calculated wrong values of the τc at lower temperatures. On the contrary, if one uses
the root#1 in the whole temperature range, then calculations lead to conventional
temperature dependence of τc for all spectral lines. Hence, 1/T1 data are enough for

Fig. 4.3 From [14]. Roots of (2) for two carbons of the [bmim]+ cation; left panel corresponds
ring carbon C2, right panel—non-ring carbon CH3–N. Correct correlation times correspond to the
root marked by dot lines. More detail see in the text. Reproduced with permission

Fig. 4.2 From [20]. Corrected (upper curves) and initial (lower curves) correlation times (ns) for
[BMIM][PF6] ionic liquid versus temperature. (bulls) Imidazolium ring C2 carbon; (open
triangles) average of imidazolium ring C4 and C5 carbons. Reproduced with permission
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calculation of right τc magnitudes and no additional experimental measurements,
such as NOE, required.

Hence, the results of [14] have shown that 13C NMR relaxation technique can be
applied to ionic liquids as successfully as it took place for other liquid systems.

On the other hand, it is reasonable to expect that NOE data in the same systems
can provide additional information on the systems properties under the condition of
accurate analysis. But this task is not still carried out.

4.3.1 Comparison of the Behavior of Analogous Groups
in the Studied ILs

At the next step one may try to compare 13C relaxation curves for the analogous
groups in a few ILs namely, [bmim]PF6, [bmim]BF4, and [emim]Ac. For [bmim]
PF6 the curves were firstly obtained by Carper with coauthors [18–20]. Later other
group [14] repeated the measurements and found that Carper’s group experimental
data had no errors and could be used without any correction. We carried out also
additional measurements for [bmim]BF4 and [emim]Ac ILs. To provide an overall
picture of differences in T1 relaxation, the comparison of 1/T1 temperature
dependencies, is presented in Figs. 4.4 and 4.5 [24].

As follows from the Figures, each group reveals similar dependences in all three
ILs, and the dependence corresponds to the expression (2), i.e. looks as a curve with
one minimum. That is, the comparison of the carbon relaxation curves does not
show a difference in the behavior of studied liquids. For [emim]Ac IL the carbon
data allowed an observation of the anion as well. The 1/T1 curves of acetate carbons
(Fig. 4.4) reveal similar shape, close Tmax values but significantly different mag-
nitudes of 1/T1. This set of the data allows one to assume that COO-carbon

Fig. 4.4 Comparison of behavior of 1/T1 temperature dependencies for C2 (a) and C4 (b) ring
carbons in three ILs: [bmim]PF6, [bmim]BF4, and [emim]Ac
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relaxation is also affected by dipole-dipole interaction between a carbon atom and
hydrogen ones while smaller 1/T1 values of the COO-carbon correspond to higher
distances between this carbon atom and hydrogen ones in the anion CH3-group.

Both carbons of the acetate anion have the maximum of relaxation rate at close
temperatures (277.8 ± 3.5 K), relatively less than ring carbons. On one hand this is
an evidence of the anion rotation (reorientation) as a whole so that the
intramolecular (anisotropic) rotation of the methyl group does not make any sig-
nificant contribution into the average correlation time of the methyl carbon. On the
other hand a relatively high mobility of the anion may be a consequence of the
incomplete association of the counter-ions. As a result, the correlation time which is
determined from the position of the 1/T1 relaxation rate maximum represents the
weighted average value between the reorientation time of ion pair and of the
characteristic time of the faster process, rotation of the dissociated anion.

4.3.2 Correlation Times and Activation Energies
of Different Groups

As noted above, a relative position of the maximum itself characterizes a mobility
of the cation groups. Namely, a lower Tmax corresponds to the higher mobility.
However, it is possible a direct calculation of τc at each temperature using the
corresponding 1/T1 at current T and the s2A0 value calculated at Tmax. A more
detailed procedure was described in [14], and the results are presented on the
Table 4.1. In order to demonstrate an adequacy of the calculation procedure the
calculated τc values for both carbons of the CH3COO¯ anion are shown in Fig. 4.6.
As evident from the Figure the values are much closer despite a strong difference in

Fig. 4.5 Comparison of 1/T1 temperature dependencies for CH3-N carbon in three ILs, [bmim]
PF6, [bmim]BF4, and [emim]Ac (a) and for two carbons of the CH3COO¯ anion in [emim]Ac ionic
liquid
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the 1/T1 magnitudes, Fig. 4.5b. Thus it supports a conclusion about the anion
reorientation as a whole.

The data from Table 4.1, i.e. 13C correlation times reveal a few trends which are
valid for all studied ILs. First, the τc values in the IL cations demonstrate similar

Table 4.1 Fitting parameters for 13C data: Correlation times, activation energies and Tmax

positions of different groups in three ionic liquids

Group Ea, kJ/
mol

Tmax,
K

τc at
273 K, ns

Group Ea, kJ/
mol

Tmax,
K

τc at
273 K,b ns

CH3-buthyl/
ethyl

19.8/ –/ –/ CH(4) 28.3/ 274/ 1.26/
37.0/ 295/ 2.9/

17.9/ –/ –/ 34.3 295 2.76
19.3a – –

CH2-gamma 21.7/ 257/ 0.25/ CH(5) 28/ 274/ 1.26/
23.8/ 257/ 0.56/ 33.8/ 295/ 2.90/
– – – 32.5 287 2.93

CH2-beta 24.1/ 250/ 0.61/ CH(2) 28.5/ 281/ 1.52/
26.1/ 263/ 0.82/ 37.4/ 295/ 3.11/

33.0 287 2.82– – –

CH3-N 28.0/ 281/ 1.54/ CH3-acetate 26.3 274 1.26
30.8/ 298/ 3.90/
32.3 295 2.97

CH2-alpha 26.7/ 274/ 1.26/ COO-acetate 24.0 281 1.46
34.5/ 295/ 2.58/
33.8 287 1.95

Comments to the table
a[bmim]BF4/[bmim]PF6/[emim]Ac
bArrhenius approximation does not hold at 273 K, so we present values of correlation times at
313 K for more correct comparison

Fig. 4.6 Comparison of
behavior of τc temperature
dependencies for CH3- and
COO-carbons of the
CH3COO¯ anion
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dependences on a group location: (i) correlation time values of butyl chain groups
increase moving towards the imidazolium ring of [bmim]BF4 and [bmim]PF6 ILs,
(ii) the longest correlation time for every IL is observed for CH3-methyl group,
(iii) CH-ring carbons, CH2-N, and CH3-N groups have close correlation times and
thus characterize a mobility of the cation as a whole. Partly these trends were
already observed and discussed in the literature.

4.4 Comparison of Information Obtained from 1H
and 13C NMR Relaxation Data

As discussed above, the 13C relaxation looks more suitable to test the cation
reorientation. On the other hand 1H measurements require much less spectrometer
time and efforts. Therefore it was interesting to understand the limits up to which
one can use 1H data in order to characterize both the cation reorientation as a whole
and the reorientation of each functional group. To check the idea we have also
analyzed 1H relaxation data for the same ILs.

4.4.1 General Comparison

First one can compare temperature dependences of the 13C and 1H relaxation rate. As
it was alreadymentioned above the 1/T1 curves for all carbon nuclei correspond to the
expected dependence (2) over the entire temperature range. For 1H relaxation such
kind of the dependence is observed only for the “high-temperature” part of the
curves, and in the “low-temperature” area (below ca. 260 K) 1/T1H values become
practically independent of temperature and identical for all lines (see Fig. 4.7a and b).

Fig. 4.7 Hydrogen 1/T1 temperature dependences for some groups of [emim]CH3COO (a) and
[bmim]PF6 (b) ionic liquids

4 Peculiarities of NMR Relaxation in Ionic Liquids … 61



Such behavior was attributed to the spin-diffusion interaction which becomes the
main mechanism of 1H relaxation at low temperatures (under low molecular
mobility), [25]; see also [26], where the same effect was observed for 1/T1C but in
much smaller measure.

Another apparent difference between carbon and proton relaxation manifests
itself in a deviation of some proton curves from the (3). We will return to this effect
later and now let us try to compare τc values obtained from 1H and 13C data using
the groups with similar 1/T1C and 1/T1H shapes. And we would like to start from a
number of functional groups of the [emim]Ac IL following [25].

4.4.2 Carbon-Hydrogen Comparison for [Emim]Ac

The 1H NMR spectrum of the [emim]CH3COO IL is well known, see e.g. [25], and
lines numbering coincides numbers in Fig. 4.1 (above) i.e. follows the chemical
shift (δ) increasing. There are 5 groups for which the 1/T1 maximum was observed
both in 1H and 13C dependences namely: CH3(N), CH3(O), CH2(N) and two groups
of the imidazolium ring: C(4)H and C(5)H; correspond spectrum lines: 2–6. These
proton 1/T1 dependences are similar to 13C ones at least for the higher temperature
range where 1H relaxation affects by the dipole-dipole interaction, see also [25].

Calculations of τc values for
1H were executed using the same procedure as for

the carbon relaxation rates, see above. Two examples are shown in Fig. 4.8, pic-
tures for other groups are similar [25].

As evident from the Fig. 4.8, the τc values calculated using 1H and 13C data
coincide for ring groups as well as for aliphatic ones in the “high temperature”
range. The same situation is valid for other functional groups mentioned above, see
in more detail in [25], and this fact proves an adequacy of the used approach for the
determination of characteristic times of the cation reorientation in the [emim]Ac

Fig. 4.8 Comparison of τc curves calculated from
13C and 1H data for ring C(4)H/CH(5)H (a) and

CH2-N (b) groups of the cation in the [emim]Ac ionic liquid

62 V. V. Matveev and K. V. Tyutyukin



ionic liquid. It means in turn that proton 1/T1 data as well as 13C ones are suitable
for calculation of τc numerical values for a number of functional groups of [emim]
Ac at the proper temperature range. This means also an identical nature of the
orientation mobility process which controls the proton and carbon relaxation.

4.4.3 Comparison of 13C and 1H Relaxation Data
for [Bmim]PF6 and [Bmim]BF4

Some 1/T1H temperature dependences for [bmim]PF6 IL are shown in Fig. 4.7b. For
[bmim]BF4 the dependences are very close in their shape to [bmim]PF6 for each
functional group differing only in numerical values and in the position of the
maxima. However the 1H curves of these two ILs do not show a close similarity in
shape to corresponding 13C curves though the main trends mentioned above remain.

Since the most of 1H dependencies have more or less pronounced maximum one
can try to calculate the correlation times using the same procedure as above. Once
more the obtained τc are not equal to the corresponding 13C data. In more detail a
description of 1H relaxation in the [bmim]PF6 and [bmim]BF4 ILs will be presented
in [27].

4.4.4 1H and 13C Difference

Now let us return to the difference in the behavior of 13C and 1H curves for some
functional groups of the studied ILs. There are two examples below, (see Fig. 4.9).

Fig. 4.9 Comparison of 1H 1/T1 curves for C(2)H groups in three studied ionic liquids (a) and for
some groups in [emim]CH3COO (b)
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One can observe a different temperature behavior of 1H relaxation of the C(2)H
ring hydrogen in [emim]CH3COO from one side, and in [bmim]BF4 or [bmim]PF6
from another side (Fig. 4.9a). For the ILs with the BF4¯ and PF6¯ anions a behavior
of the curves is similar and looks like an overlap of two or more broad unresolved
lines, while in the case of the [emim]Ac a pronounced maximum is observed for C
(4)H and C(5)H hydrogens (Fig. 4.9b). In addition, for the C(2) hydrogen one more
maximum is clearly observable at higher temperature, and the maximum corre-
sponds to the largest of the observed τc i.e. reflects the slowest cation reorientation.

Thus we have found that 1H relaxation curves in some cases allowed one to
detect motions, unobservable in the carbon relaxation and, thereby, to extract more
information concerning details of a dynamics of the [amim]+ cations. In particular,
a different 1/T1 behavior for different anions leads to the hypothesis about different
ways of the cation packaging in these systems. And it turned out that this
assumption correlates well with the literature data on computer simulation of the
same ionic liquids.

As the final point of our work a list of some most recent publications [28–47]
which were published after Damodaran’s review [13] is presented. We took into
account the works where NMR—in any of its variants namely, spectra, relaxation,
or diffusion—was used to study of ionic liquids. A very brief glance at the list as
well as the recent reviews allows one to conclude that a sufficient part of the NMR
publications during the recent years begins to be paid to the proton and inorganic
ILs, to mixtures of an IL with other compounds, and to ILs in porous materials.
Undoubtedly, it is due to the use of IL-based electrolytes in supercapacitors, ionic
batteries etc. However the study of the basic physical and chemical properties of ILs
of different kinds remains the essential aim of researchers.
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Chapter 5
Transport Properties and Ion Aggregation
in Mixtures of Room Temperature Ionic
Liquids with Aprotic Dipolar Solvents

Oleg N. Kalugin, Anastasiia V. Riabchunova, Iuliia V. Voroshylova,
Vitaly V. Chaban, Bogdan A. Marekha, Volodymyr A. Koverga
and Abdenacer Idrissi

Abstract The results of experimental (conductometry, NMR-diffusometry) and
computational (MD simulations) studies on the binary mixtures of room-temperature
imidazolium- and pyridinium-based ionic liquids (RTILs) with acetonitrile (AN),
γ-butyrolactone (γ-BL) and propylene carbonate (PC) over the wide composition
range are presented. The conductometric analysis was carried out in the RTILS mole
fraction (χ(RTIL),) range between 0.0 and 0.5 in the temperature ranges from 278.15
to 328.15 K. Notably, all binary systems exhibit conductivity maximum at, χ(RTIL),
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between 0.1 and 0.2. This maximum slightly shifts towards smaller χ(RTIL), as
counter-ion gets larger. Self-diffusion coefficients of solvent molecules and cations
were obtained by means of 1H-NMR-diffusometry in mixtures of 1-n-butyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide tetrafluoroborate, trifluoro
methanesulfonate and hexafluorophosphate with PC, γ-BL and AN over the whole
concentration range at 300 K. The relative diffusion coefficients of solvent mole-
cules to cations as a function of composition were established to be depended on a
solvent but not on the anion of RTIL. In all cases the relative diffusion coefficients
demonstrate a plateau at χ(RTIL) < 0.2 and then increase significantly for AN,
moderately for γ-BL or negligibly for PC at higher RTIL content. Such behavior was
attributed to the different solvation ability of the investigated solvents. In the mix-
tures with [BMIM][PF6] anion diffusion coefficients derived from 31P NMR were
found to be higher than the corresponding values for cation in RTIL-depleted sys-
tems and lower in the RTIL-enriched systems. The inversion of relative ion diffusion
is observed near the equimolar composition and being insensitive to the solvent. At
this point a remarkable change in the diffusion mechanism of ion of RTIL is
expected. Additionally, molecular dynamics simulations on the binary mixtures of
1-ethyl-3-methylimidazolium and 1-butyl-3-methylimidazolium tetrafluoroborates
with AN were performed. The conductivity correlates with a composition of ion
aggregates simplifying its predictability. Large amounts of AN stabilize ion pairs,
although destroy greater ion aggregates. Based on the simulation results, we show
that conductivity of the studied mixtures significantly depend on the ion aggregation.

5.1 Introduction

Room-temperature ionic liquids (RTILs) are salts with a melting point around or
below ambient temperature usually containing bulky and asymmetric organic
cations and small inorganic anions. RTILs exhibit a variety of peculiar features such
as broad liquid temperature range, negligible vapor pressure, high thermal stability,
non-flammability, excellent solvation ability and wide electrochemical window.
RTILs have been successfully used in in variety of applications such as green
solvents [1], in organic synthesis [2–6], extraction and separation processes [7–9],
material processing and preparation [10–12], electrochemistry [13–15], gas [16, 17]
and liquid [18] chromatography, gas capture applications [19, 20].

The viscosity of ionic liquids is 2–3 orders of magnitude higher than that of the
ordinary molecular solvents, and this constitutes a major drawback for the use of
RTIL in electrochemistry based devices. The high viscosity of RTILs arises from
strong Coulombic interactions and, consequently, can be considered as their
intrinsic property. Therefore, one could not expect to be able to modulate viscosity
of RTILs substantially by changing the constituent ions without altering the
properties of interest. Another possible way to modulate the RTIL viscosity is to
increase the temperature, however, this effect (ca. by less than 50 K) only leads to
the insignificant reduction of viscosity [21]. One of the efficient ways to modulate
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the RTIL viscosity is to combine RTILs with conventional molecular solvents that
not only leads to a reduction of viscosity but also extends their properties and, thus,
application areas and operating conditions. Mixing RTILs and molecular liquids
was found to cause a significant decrease of viscosity and a sharp increase of
conductivity [22–25].

In contrast to the well-known non-aqueous electrolyte solutions, where salt
concentrations rarely overcome 0.2–0.3 mol fraction limit, imidazolium-based
RTILs are fully miscible with majority of the non-aqueous polar solvents. For
example, for imidazolium- and pyrrolidinium- based ionic liquids it was established
that they are fully miscible with aprotic solvents of moderate polarity commonly
used in electrochemistry (e.g. PC, AN and γ-BL and others). AN, γ-BL and PC
significantly differ in terms of their macrosopic polarity (dielectric constants at
298.15 K equal 35.96, [26] 41.7, [27] 64.96, [28] respectively), donicity (Gut-
mann’s donor numbers at 298.15 K equal 14.1 [29], 18.0 [30] and 15.1 [29],
respectively) and viscosity (298.15 K values are 0.339 [31], 1.76 [32] and
2.5120 mPa s [28], respectively) and, hence, can considerably change the
physico-chemical properties of RTILs [33]. Mixing RTILs with electro-chemically
stable dipolar aprotic solvents of optimal composition open a way for their appli-
cation in electric double-layer capacitors and other electrochemical devices [34–
38].

Among the large variety of RTILs, imidazolium- and pyridinium- based
derivatives are probably the most intensively studied due to their unique properties
[39]. This makes such RTILs promising electrolytes for applications in different
electrochemical devices. Surprisingly, systematic studies of the transport properties
of binary mixtures of RTILs with dipolar aprotic solvents are still scarce, despite the
large practical interest to such systems. In this view, the rational application of the
binary mixtures of RTILs with molecular solvents requires microscopic information
about the key factors that define the composition dependence of their transport
properties such as conductivity and diffusion.

A number of conductometric studies of the mixtures of RTILs with molecular
solvent over the full concentration range is available in literature [22, 40–50].
Although many mixtures of RTILs with molecular solvents demonstrate maximum
on concentration dependence of specific conductivity between 0.1 and 0.3 mol
fractions of RTIL [22, 41, 43–47, 49], there is no clear explanation of this phe-
nomenon so far.

Despite the importance of temperature influence on transport properties many
recent investigations in dilute RTILs solutions present results only at 298 K [51–
53].

The experimental studies of diffusion in mixtures of RTILs with polar molecular
solvents are rather scarce. Currently, there is still lack of microscopic information
on the microscopic structure and dynamics of ionic subsystem in the mixtures of
RTILs with polar aprotic solvents.

Despite the broad set of experimental approaches targeted at the discovery of
peculiarities of intermolecular interactions in binary systems of RTILs with
molecular solvents, as mentioned above, most of them are indirect methods which
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are typically challenging in interpretation. Modern methods of molecular modeling
such as quantum chemical calculations joined with modern methods of analysis of
electron density distribution as well as the methods of molecular dynamics simu-
lation. [54, 55], can help to solve these problems and they also can complete the
picture with information which is inaccessible from experiment.

In this chapter we present the results of conductometic, NMR-diffusometrical
and MD simulation study on the binary mixtures of imidazolium- and
pyridinium-based RTILs with AN, PC and γ-BL over the wide composition range.

The rest of the chapter is organized as follows. Section 5.2 presents the results of
conductometric investigation of the binary mixtures of imidazolium- and
pyridinium-based RTILs with acetonitrile (AN) at different temperatures in wide
concentration range. The following RTILs have been studied: 1-ethyl-3-
methylimidazolium tetrafluoroborate ([EMIM][BF4]), 1-n-butyl-3-methylimid-
azolium bromide ([BMIM][Br]), 1-n-butyl-3-methylimidazolium tetrafluoroborate,
[BMIM][BF4], 1-n-butyl-3-methylimidazolium trifluoromethanesulfonate, [BMIM]
[TfO], 1-n-hexyl-3-methylimidazolium tetrafluoroborate, [HexMIM][BF4] and
1-butyl-4-methylpyridinium tetrafluoroborate, [BMP][BF4] in AN, at 278.15,
288.15, 298.15, 308.15, 318.15 and 328.15 K within the concentration range
χ(RTIL) = 0.001 to 0.5.

In the Sect. 5.3 we present the results of a NMR-diffusometrical study on
mixtures of 1-n-butyl-3-methylimidazolium based RTILs, namely trifluorometh-
anesulfonate [BMIM][TfO], tetrafluoroborate [BMIM][BF4], bis(trifluoromethane-
sulfonyl)imide, [BMIM][TFSI] and hexafluorophosphate, [BMIM][PF6] with AN,
PC and γ-BL over the entire composition range.

Section 5.4 presents the results of Molecular Dynamics Simulations on the
mixture of two common RTILs, [EMIM][BF4] and [BMIM][BF4], with AN over

Fig. 5.1 Structures of the
ions composing the studied
RTILs [EMIM][BF4],
[BMIM][BF4], [HexMIM]
[BF4], [BMP][BF4], [BMIM]
[Br], [BMIM][PF6], [BMIM]
[Tf], [BMIM][TFSI] and the
molecular solvents (AN, PC
and γ-BL)
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the entire range of compositions at 283–323 K. Our recent technique [56]
exploiting uniformly scaled electrostatic charges is used to account for electronic
polarization of RTILs. The available experimental densities and viscosities of the
[EMIM][BF4]/AN [23, 44] and [BMIM][BF4]/AN [22, 23, 57, 58] are applied to
validate our simulations.

Structures of the ions composing the studied ionic liquids [EMIM][BF4],
[BMIM][BF4], [HexMIM][BF4], [BMP][BF4], [BMIM][Br], [BMIM][PF6],
[BMIM][Tf], [BMIM][TFSI] and the molecular solvents are shown in Fig. 5.1.

5.2 Conductometric Study of Binary Systems Based
on RTILs and Acetonitrile

5.2.1 Experimental

All investigated here RTILs are commercially available and were purchased from
Merck. The degree of purity of the received RTILs was >99%. To remove possible
water impurity, RTILs were dried under high vacuum at elevated temperature
(∼373 K) in a rotary evaporator during ∼24 h. No further purification was
attempted before use. AN was purchased from Merck as well. The purification of
the solvent (the degree of purity of the received AN was >99.8%) was performed
according to the procedure, described elsewhere [59]. The success of purification
was controlled by solvent specific conductivity, κ. At 298.15 K κ(AN) was ∼2 ×
10−8 S cm−1 which is in accordance with the available literature values [60].

In the present study each working solution was prepared separately, directly
from RTIL sample, and measured immediately. To avoid the water ingress to the
working solutions, the preparation of the solutions was executed in a glovebox,
filled with dry and filtered nitrogen gas. Additionally, each flask with a prepared
solution was sealed with laboratory film Parafilm M. A specially designed con-
ductometric cell with three electrodes was used to measure electrical resistance of
the solutions. Priorly to the experiment, the new cells were calibrated against the
aqueous solutions of KCl according to the method, described in [61], and the
constants’ values (31.40–72.48 cm−1 at 298.15 K) were found to be sufficiently
high for measurements of concentrated solutions. All the measurements were car-
ried out in temperature controlled water bath (with accuracy of 0.01 K) LCR 821 ac
bridge (uncertainty of the equipment is ∼0.1%) was employed to measure electrical
resistance at 1 kHz frequency.

The density of the RTIL-AN solutions, dm, was calculated by the formula [23,
49]:

dm =φ0d0 +φRTILdRTIL , ð5:1Þ

where φ0 and φRTIL are volume fractions of AN and RTIL, respectively. Pure
RTILs densities were taken from literature [21, 23, 44, 49, 62–67]. Pure AN
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density, d0, was calculated by the following equation [60] at each experimental
temperature:

d − 1
0 = 1.24446+ 1.6458 × 103ðT − 273.15Þ+2.92 × 106ðT − 273.15Þ2. ð5:2Þ

5.2.2 Results and Discussion

Temperature dependence of specific conductance, κ, as a function of ionic liquid
mole fraction, χRTIL, in RTIL-AN systems is presented in Fig. 5.2. Evidently,
binary mixtures RTIL-AN demonstrate a common behavior of a concentrated
electrolyte solutions: with the electrolyte concentration increase (from 0 to 0.1–
0.2 mol%) the specific conductance in all studied system sharply rises, passes
through a maximum, and decreases smoothly. As it can be seen the Fig. 5.2, the
κ-χRTIL dependence in all studied RTIL-AN systems presents similar response on
temperature increase, namely, the position of conductivity maximum shifts towards
higher concentrations.

Noteworthy, the reported experimental conductivity data for [EMIM][BF4]–AN,
[BMIM][BF4]–AN and [HexMIM][BF4]–AN solutions at 298.15 K are in a com-
plete agreement with those presented by Buchner et al. [44] (Fig. 5.3). However,
there is a substantial difference with those reported by Zhu et al. [22]. In attempt to
relate the extreme specific conductivity with the ion species in RTIL-based

Fig. 5.2 Specific conductivity, κ, of [EMIM][BF4] (a), [BMIM][BF4] (b), [BMP][BF4] (c),
[HexMIM][BF4] (d), [BMIM][Br] (e), [BMIM][Tf] (f), in mixture with AN as a function of the
molar fraction of RTILs from T = 278.15 K (black circles) to T = 328.15 K (magenta hexagons)
in steps of 10 K
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mixtures, the dependences of maximum conductivity, κmax, and the corresponding
RTIL mole fraction, χmax, on the sum of cation and anion radii at 298.15 K are
presented in Fig. 5.4.

As it follows from Fig. 5.4, in solutions of RTIL with the same anion, [BF4]
−, the

κmax decreases and the corresponding χmax lowers upon the increase of cation radius
and, consequently, size, in the sequence [EMIM]+ < [BMIM]+ < [BMP]+

< [HexMIM]+. In the case of solutions of RTILs with the same cation, [BMIM]+,
the same regularity can be observed for [BMIM][BF4]–AN and [BMIM][Tf]–AN
cases: with the increase of the anion radius from 232 pm (for [BF4]

–) to 332 pm (for

Fig. 5.3 Specific conductivity, κ, of [EMIM][BF4] (hexagons), [BMIM][BF4] (diamonds) and
[HexMIM][BF4] (triangles) as a function of molar fraction of RTIL, data from this work (black
symbols, solid lines) in comparison with literature data, reported by Buchner et al. [44] (red
symbols, dotted lines) and Zhu et al. [22] (green symbols, dashed line). All data are given at
298.15 K

Fig. 5.4 Dependence of
maximum specific
conductivity, κmax, (right axis,
blue circles, solid lines) and
the corresponding RTIL mole
fraction, χmax, (left axis, red
squares, dashed lines) on the
sum of ionic radii for RTILs
with common anion, [BF4]

−,
(top plot) and common cation,
[BMIM]+, (bottom plot) in
AN. All data are given at
298.15 K
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[Tf]–), both the κmax and χmax values diminish. Interestingly, the maximum values of
specific conductivity and the corresponding concentration in [BMIM][Br]–AN
system do not follow the above mentioned behavior, being smaller than in [BMIM]
[BF4]–AN mixture. This behavior of κmax and χmax in the case of [BMIM][Br]–AN
solution can be understood by taking into account stronger interactions of anion and
cation, as the data on diluted solutions suggest [68].

It was founded, that the same tendency is observed not only for AN, but also for
alcohols. Figure 5.5 shows the concentration dependence of maximum specific
conductivity and the corresponding mole fraction of ionic liquid for RTILs—
ethanol systems [48].

Two of the most essential dynamic properties of any electrolyte solution—
conductivity and viscosity—can be related by Walden’s rule. The rule states, that
the product of the viscosity of solution, η, and the molar conductivity, Λ, is a
constant at a particular temperature:

Λ ⋅ η= const. ð5:3Þ

On the one hand, the empiric formula, suggested by Seddon et al. in [69], can be
used to estimate the viscosity in ionic liquid–molecular liquid mixtures (correlation
coefficient of the equation is >0.98:

η= ηRTIL ⋅ expðA ⋅ χsÞ, ð5:4Þ

where ηRTIL is a viscosity of pure ionic liquid, χs is a mole fraction of molecular
liquid and A is a constant, characteristic for each specific system. The A coefficient
cannot be calculated theoretically, but can be found for some RTIL–ML mixtures in
literature.

Alternatively, the viscosity of ionic liquid–molecular liquid mixture as a function
of mole fraction of molecular liquid, χs, at a fixed temperature can be described as a
linear dependence (correlation coefficient is >0.99) in the coordinates logη versus
χs. Therefore, the viscosity in a binary mixture ionic liquid—solvent can be esti-
mated starting with viscosity for pure RTIL and pure ML.

Fig. 5.5 Dependence of
maximum specific
conductivity, κmax, (right axis,
blue circles, solid lines) and
the corresponding RTIL mole
fraction, χmax, (left axis, red
squares, dashed lines) in
RTILs—ethanol mixtures on
the sum of ionic radii for
RTILs with common anion,
[PF6]

−. All data are given at
298.15 K

74 O. N. Kalugin et al.



Vogel-Tamman-Fulcher (VTF) equation is a well-known formula to represent
the viscosity in pure fluids, including RTILs [21, 62–65, 70]:

ηRTIL = η0 ⋅ exp B ̸ T − T0ð Þð Þ, ð5:5Þ

where η0, B, and T0 are constants, characteristic for a particular fluid. They can be
found in literature for a great deal of pure ionic liquids. Using literature parameters
η0, B, and T0 [21, 62–64], and Eq. (5.5) the viscosities of four studied RTILs
([EMIM][BF4], [BMIM][BF4], [BMIM][Tf] and [BMP][BF4]) at all experimental
temperatures were determined. The viscosities of AN at each temperature were
taken from the work by Barthel et al. [60]. Then, the viscosities of RTIL–AN
mixtures were estimated from viscosities of pure fluids which, afterwards were
employed to calculate Walden’s product in studied systems.

The relation between RTIL–AN system’s transport properties (viscosity and
conductivity via Walden’s product) and concentration in coordinates Λ · η versus
logc is represented on Fig. 5.6. As it can be observed, the Λ · η product value
decreases linearly as the logarithm of the RTIL concentration increases, it goes over
minimum and finally rises. All presented curves are analogous in form and
dimension for all analyzed mixtures at all experimental temperatures. Curiously, the
RTIL content in a mixture at minimum Λ · η value on Λ · η – logc(RTIL) curve
coincides with the χmax mole fraction at maximum on κ – χ(RTIL) dependence. For
comparison purposes, Fig. 5.7 demonstrates the Λ · η – logc(RTIL) plots for

Fig. 5.6 Relation between Λ · η (Walden’s product) and logc (where c is the concentration of
RTIL) in RTILs–AN binary system from T = 278.15 K (black circles) to T = 328.15 K (magenta
hexagons) in step of 10 K
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literature data [48] on on ionic liquid–alcohol mixtures. The curves act in matching
manner to RTIL–AN systems, with the Λ · η – logc(RTIL) dependence passing
through minimum.

Taking into account the mixture concentration both at minimum points on
Λ · η – logc(RTIL) curves and at maximum points on κ – χ(RTIL) curves, along
with the large volumes of imidazolium and pyridinium cations, we presume, that
the appearance of turning-points on these dependences is the reflection of the
starting to contact ions in solution. When the system reaches this concentration, the
viscosities rise drastically. One way to examine this hypothesis is to estimate the
inter-particle distance, l±, at the χmax concentration by equation

l± = ð2 ⋅ NA ⋅ cmaxÞ− 1 ̸3, ð5:6Þ

treating a mixture at this concentration as a quasi-crystal [71]. The l± values for
ionic liquids – acetonitrile mixtures, derived from (5.6), together with the sum of
the cation and anion radii, r+ + r–, for each RTIL are listed in Table 5.1. l± and
r+ + r– values are of similar magnitude. As it can be seen from the Table 5.1,
certain difference between these values is virtually invariable, except for two RTILs
([EMIM][BF4] and [BMIM][Tf]), confirming the correctness of the
above-mentioned suppose: the extremum on κ-χRTIL dependence in ionic liquid–
molecular solvent systems occurs upon the start of direct contact between ions,
which results in a fast rise of viscosity.

Fig. 5.7 Relation between
Λ · η (Walden’s product) and
logc (where c is concentration
of RTIL) in solutions [BMIM]
[BF4] and [HexMIM][BF4] in
ethanol at T = 298.15 K

Table 5.1 Distances
between ions in quasi-crystal
(l±, nm) in binary mixtures
RTIL–AN, sums of ion radii
(r+ + r–, nm) for respective
ionic liquids. Δr represents
the discrepancy between l±
and r+ + r–

RTIL l± r+ + r– Δr
[BMIM][Br] 0.783 0.598 0.185
[EMIM][BF4] 0.695 0.596 0.099
[BMIM][BF4] 0.805 0.634 0.171
[HexMIM][BF4] 0.836 0.666 0.170
[BMIM][Tf] 0.800 0.734 0.066

[BMP][BF4] 0.787 0.647 0.140
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5.2.3 Summary

The results of electrical conductivity measurements of acetonitrile solutions of 6
room-temperature ionic liquids—[EMIM][BF4], [HexMIM][BF4], [BMIM][Br],
[BMP][BF4], [BMIM][BF4], and [BMIM][Tf]—in a wide range of temperatures
(278.15–328.15 K) and concentrations (up to 4.5 mol dm−3) are presented.

It was found, that the occurrence of a turning-point on the dependence of
electrical conductivity on the mole fraction of RTIL is a general characteristic of
systems RTIL–AN. As temperature increases, the maximum of conductivity shifts
to more concentrated region in all of the studied binary systems. Besides that, the
conductivity maximum moves to less concentrated region with the rise of the
counter-ion size. The systems with greater sum of ionic radii of a RTIL show
smaller values of electrical conductivity in a turning-point at each measured
temperature.

According to the presented data, the plots Λ · η – logc(RTIL) show linear
behavior till the concentration of turning-point on the dependence of specific
conductivity on the RTIL mole fraction. The comparison of inter-ionic distances in
mixtures ionic liquid–molecular liquid with the sum of cation and anion of the
respective RTIL allows to conclude, that substantial rise of the viscosity in the
mixture and, consequently, the turning-points on the curves “Walden’s product—
RTIL molar concentration” and “specific conductivity—RTIL mole fraction”
appears when the mixture reaches the state of liquid quasi-crystal with the RTIL
ions being in direct contact. As follows from the reported study, the turning-point
can be observed when the inter-ion distance ranges from 0.6 to 0.8 nm, depending
on structural characteristics of ions of a given ionic liquid.

5.3 Translational Diffusion in Mixtures of Imidazolium
RTILs with Polar Aprotic Molecular Solvents

5.3.1 Experimental

5.3.1.1 Materials

RTILs for the present investigation were purchased from Solvionic (France) with a
purity of 99.5%. Water content was not higher than 500 ppm, whereas that of
halides and methylimidazole did not exceed 10 ppm and 50 ppm, respectively,
according to the supplier. The special attention was paid to the purity of the RTILs
since even traces of some impurities can influence on such properties of RTILs as
viscosity [69] and self-diffusion coefficients [72, 73].

In order to reduce the interfering effect of moisture, all RTILs before any
manipulations were kept under vacuum (p < 10−6 bar, 60 °C) during 4 h. PC
(≤ 20 ppm H2O, 99.7%) and γ-BL (99.0%, ≤ 1000 ppm H2O) were purchased
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from Sigma-Aldrich, AN (≤ 100 ppm H2O, 99.9%, UV-IR grade) was supplied by
Carl Roth (Germany). AN and γ-BL were additionally dried under the 4 Å
molecular sieves.

All mixtures were prepared by weight in a glovebox filled with dry argon.
Samples were sonicated for 30 min to enhance the mixing. Afterwards solutions
were transferred to 5-mm o.d. NMR tubes (Wilmad-LabGlass) fitted with a coaxial
insert containing D2O as NMR-lock solvent and parafilmed. We employed a
non-uniform concentration grid which is denser around the composition corre-
sponding to conductivity maximum in these mixtures, i.e. χ(RTIL) ∼ 0.15.

5.3.1.2 NMR Measurements

NMR measurements were performed on a Bruker Avance-II 400 spectrometer
equipped with a 5-mm BBI probe with z-gradient. Sample temperature was kept
constant around 300.0 K with accuracy ±0.1 K by using VT-2000 Bruker unit. The
variable temperature unit was calibrated by means of the standard samples of 4%
MeOH in MeOH-d4 and 80% ethylene glycol in DMSO-d6 [74]. Before measure-
ments each sample was equilibrated in the probe’s acquisition zone ≥ 15 min. The
residual signal of the internal-lock solvent for 1H and to external 85% H3PO4 for
31P were used as references for correspondent chemical shifts. The measurements of
diffusion coefficients were performed by applying the standard Bruker ledbpgp2s
pulse sequence [75]. This pulse sequence allows one to avoid artifacts originated
from thermal convection during sample rotation [76, 77]. The ledbpgp2s pulse
sequence also satisfies recommendations by Annat et al. [78].

Gradients were additionally calibrated by well-known diffusion coefficient of
residual HDO in D2O [79]. Typical NMR-diffusion experiments employed 16
acquisition scans with a gradient pulse length (δ) of 1.2–5 ms and a diffusion delay
(Δ) of 100–200 ms. These parameters were chosen to obtain ∼95% attenuation of
the signal at the highest gradient strength. The latter was varied in 16 steps up
to ∼50 G cm−1 in a way that its squared value changed in equal increments.
Gradient pulses were of squared sine shape, gradient recovery and longitudinal
eddy-current delays equaled to 0.2 and 5 ms, respectively. It was shown [77], that
pulse length and relaxation delay do not seriously influence on reliability of the
results [77]. Nevertheless, rough estimations of these parameters were performed
for each sample. As these characteristic times were found to depend significantly on
concentration they were optimized to ensure accurate results.

Selected samples were tested at different diffusion delays to ensure the absence
of thermal convection effects [76].

The data was analyzed with the standard TopSpin T1/T2 relaxation utility by
fitting the decay of the integral intensity of the corresponding signal to the
Stejskal-Tanner equation [80] (5.7)
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A=A0 exp − γ2δ2g2D Δ−
δ

3

� �� �
ð5:7Þ

which relates the attenuated signal amplitude, A, with its non-perturbed value, A0,
using the gyromagnetic ratio of the probe nucleus, γ, gradient strength, g, gradient
pulse length, δ, diffusion delay time, Δ, and self-diffusion coefficient of the diffusing
particle, D.

Comparing our results with literature data for the pure RTILs and molecular
liquids (AN, γ-BL and PC) (Table 5.2) demonstrates rather good agreement.

5.3.2 Results and Discussion

5.3.2.1 Absolute Self-diffusion Coefficients

The concentration dependence of self-diffusion coefficients in the ion-molecular
systems can be treated by using different approaches [81]. At present, there is no
any theory would be able to predict and explain diffusivities of the components in
liquid mixtures and electrolyte solutions over a broad range of composition.

Figure 5.8 demonstrates a typical behavior of the self-diffusion coefficients of all
species (cations, anions and solvent molecules) as a function of the molar fraction
of RTIL, χ(RTIL). An inspection of the whole set of the experimental data allows to
identify the following general trends. First, in all the studied systems the
self-diffusion coefficients of cations and anions of RTILs and AN, γ-BL and PC
molecules follow an exponential on χ(RTIL) scale. Due to this fact the concen-
tration dependence of the experimental logarithmic diffusion coefficients can be
reproduced with high accuracy by the third-order polynomial:

logD= ∑
3

i=0
aiχiðRTIL) ð5:8Þ

A comparison of two transport properties, diffusion and viscosity, leads to the
conclusion that the observed decrease in self-diffusion coefficients of the binary
mixture components with increasing χ(RTIL) could be attributed to the exponential
viscosity increase [23, 69].

Secondly, for all the compositions solvent molecules move several times faster
as compare with ions. Cations and anions in their turn reveal the similar mobilities.
Such behavior is typically considered as an indication of high correlations in ionic
mobilities due to strong electrostatic interaction [82, 83]. And finally, it interesting
to underline that the diffusion coefficients of all the components of the studied
systems vary over 1.6–2 orders of magnitude with χ(RTIL).

The comparison of our data with literature results of Liang et al. [81] and Hsu
et al. [84] demonstrates a good coincidence not only for the absolute values of the
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diffusion coefficients for cations and solvent molecules (Fig. 5.8), but also for their
relative values (Fig. 5.9, Sect. 5.3.2.2).

Another interesting issue concerns the influence of ion aggregation on the
self-diffusion coefficients of the constituting ions, D+ and D−, of RTILs [83]. It was
shown, that in diluted solutions (χ(RTIL) < 0.1) of [HexMIM][TFSI] in the solvent
with low dielectric constant (CDCl3) the mobilities of cations and anions are rather

Table 5.2 Experimental self-diffusion coefficients, D (10−9 m2 s−1), of the pure components at
300 K (this work) and the literature data obtained by using NMR techniquea

Experiment Literature

Component This work Value Temperature, K
AN 5.1 4.85b 298.15

4.31c 298.2 K, high-pressure diaphragm cell with
trace [14C]H3CN

4.37d 298.15
4.34e 298.15,

open-end capillary
γ-BL 0.83 0.83f 303.15

0.9g 303.15
0.83h 295

PC 0.62 0.55f 303.15
0.58g 303.15
0.57i 298.15
0.49j 298.15
0.52k 298.15

[BMIM]+/
[Tf]−

0.018/– 0.019/0.014l 300

[BMIM]+/
[PF6]

−
0.0078/
0.0066

0.0080/
0.0059l

300

0.0071/
0.0054m

300

[BMIM]+/
[BF4]

−
0.017/– 0.016/0.015l 300

0.0158/
0.0146m

300

0.01301/
0.01292n

300

0.016/–b 298.15
[BMIM]+/
[TFSI]−

0.036/– 0.0299/
0.0238l

300

0.0282/
0.0216m

300

aExperimental details are given along with temperature. b[219]. c[220]. d[221]. e[85]. f[86].
Estimated from digitized graph. g[222]. h[223]. i[224]. j[225]. k[226]. lInterpolated using equations
from [21]. m[227]. n[228]
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correlated and demonstrate a mutual rapid growth at very high dilutions whereas
viscosity of the system decrease but not so considerably. In the opposite case of the
solvent with moderate value of dielectric constant (DMSO-d6) it was established
independent diffusion of the cation and anion with a constant value of the respective
diffusion coefficients as a function of temperature and concentration. Such obser-
vations allow one to suppose an existence of a set ion aggregation from ion pairs to
big ion clusters in the binary mixtures of RTILS with molecular solvents.

5.3.2.2 Relative Self-diffusion Coefficients Solvent-Cation
as a Function of Mixture Composition

The concept of proportionality between ionic (mainly Li+-based) and solvent dif-
fusion coefficient was used an indication of the validity of the Stokes-Einstein
relation, i.e. that particle diffusion is only modulated by macroscopic viscosity
changes [85–90]. This approach is based on the observed proportionality between

Fig. 5.8 Dependence of the
experimental self-diffusion
coefficients of the cations
(D+), anions (D−) and solvent
molecules (Dsolv) on RTIL
molar fraction in mixtures
[BMIM][PF6]–AN (top),
[BMIM][PF6]–PC (middle)
[BMIM][BF4] AN (bottom).
Lines represent are fits of
experimental data to (5.8).
Filled symbols depict the data
of Hsu et al. (top and middle)
[84] and Liang et al. (bottom)
[81]
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the diffusion coefficients of neat solvents and their fluidity (= η−1). Viscosity, in its
turn, is believed to increase with concentration due to enhanced ion-molecular
interactions. Any deviation from this relation was interpreted as a signature of the
ionic association phenomena. Practically, the plot the ratio of the diffusion coeffi-
cient of solvent molecules over that of ions as a function of concentration is needed.
It was expected that specific changes in ion-molecular and interionic interactions, if
present, would cause an offset from a constant value. According to the
Stokes-Einstein relation the ratio should be defined by the inverse ratio of the
hydrodynamic radii of the diffusing species.

This methodology of analyzing the diffusion coefficient introduced by Hayamizu
et al. [85–90] has been used for several diffusion studies of aqueous mixtures of
RTILs [91, 92] over a broad range of concentrations. An improvement of this
approach was proposed by Hsu et al. [84] in their study of [BMIM][PF6] mixed
with various non-aqueous solvents. Indeed, the authors of this paper introduced the

Fig. 5.9 The relative
self-diffusion coefficients
(Dsolv/D+) of as a function of
RTIL molar fraction (open
symbols). Filled triangles
reflect results of Hsu et al.
[84], while the filled circles
are from Liang et al. [81]. The
plateau region at
χ(RTIL) < 0.2 is highlighted
in gray
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so-called ‘aggregation index’, defined as the diffusion ratio solvent-ion divided by
the reciprocal of the corresponding radii ratio. The latter was estimated from
quantum-mechanical calculations. It was shown that upon dilution and/or heating of
RTIL the aggregation index decreases but never reaches the limiting value of unity.
Furthermore, upon dilution and/or heating a weak tendency to ionic association was
observed in PC and DMSO, while AN solvent has weak effect on the
self-association. On the other hand, from the slope of the corresponding concen-
tration trends an opposite conclusion can be reached: The steepest change in
aggregation index was found for AN, whereas for PC it varied only slightly. As a
consequence, when the mixture composition is varied, the structural changes are
more pronounced in AN-based systems than those containing PC.

It should be mentioned the applicability of the Stokes-Einstein relation to
RTIL-based systems is controversial [93–95] (vide infra) as well as the concept of
hydrodynamic radius for such non-spherical particles as RTIL ions, which can also
bear some degree of conformational flexibility. We then will stick here to the
diffusion ratios of Hayamizu and disregard the aggregation index proposed by Hsu.

Figure 5.9 depicts the solvent-cation diffusion ratios as a function of mixture
composition. Despite the expected significant influence of anions on the dynamic
properties studied due to the substantial diversity of anion size, shape, symmetry
and charge distribution, this figure shows that within experimental certainty the
ratio is practically independent of the anion for all three employed solvents. This
can be an indication of, either, negligible or, less probable, non-negligible but
indistinguishable influence of different anions on the solvation pattern of the cations
which is indirectly probed by the ratio of corresponding diffusion coefficients. We
think first that this result may be challenged using other more accurate techniques
that probe the probable differences in ion pairing tendencies of the studied RTILs.
Second, in all three employed solvents the ratio scatters around some
solvent-specific constant value at low RTIL content (χ(RTIL) < 0.2) before rising
with increasing RTIL concentration. Such concentration dependence is a signature
of ionic aggregation at higher concentrations. However, at low concentration range,
the major factors determining particle diffusivities, namely their hydrodynamic size,
mode of interaction with the microenvironment and microviscosity of the sur-
rounding medium, either do not change or change simultaneously for cations and
solvent molecules. Third, the rise at high RTIL concentrations is high, less sig-
nificant and almost negligible in AN, γ-BL and PC, respectively. Indeed, for AN, at
χ(RTIL) ≈ 0.85 solvent molecules diffuse 4–5 times faster than cations, compared
to Dsolv/D+ = 2.5 at χ(RTIL) < 0.2.

The low concentration behavior can be rationalized by considering the relative
sizes of the solvent molecules and neat solvent properties. Indeed, AN is the
smallest molecule which results in higher value of the corresponding plateau value
at χ(RTIL) < 0.2 while γ-BL and PC have somewhat bigger molecules and, hence,
lower Dsolv/D+ plateau values. Also AN is the least polar and least donating solvent
among the studied set, which suggests that its interaction with RTILs is more easily
weakened with increasing RTIL concentration when compared to the cases of γ-BL
and PC. Our observations are perfectly in line with those of Hsu et al. for [BMIM]
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[PF6]-based systems [84]. The fact that relative diffusion coefficients from different
investigations agree better than the corresponding absolute values probably stems
from probe calibration errors [96].

Originally, the Stokes-Einstein (SE) relation was derived under the assumption
of a large sphere moving in a structureless continuum whose molecules are neg-
ligible in size with respect to the diffusing particle. It relates (5.9) the self-diffusion
coefficient, D, of a particle to its hydrodynamic radius, r, a factor, A, determining
the hydrodynamic boundary conditions (stick, slip or intermediate), and the med-
ium viscosity, η.

D= kT ̸Aπηr. ð5:9Þ

Accurate absolute values of the hydrodynamic radii of diffusing species can be
estimated from data obtained by NMR experiments only if the gradient calibration
of the probe was properly performed and the SE relation holds its relevance [97]. In
mixtures of molecular solvents with RTILs, generally the SE relation is not satis-
fied. Indeed, usually unrealistically low values of the hydrodynamic radii of indi-
vidual ions are found no matter how the boundary condition is set [81, 93–95]. This
is associated with the fact that the representative diffusing species are of comparable
sizes. In order to check the applicability of (5.9) to the studied mixtures, we are
faced with the problem that the values of the hydrodynamic factor, A, are known for
this mixture and it cannot be excluded that A (5.9) varies with composition due to
possible changes of diffusion mechanism, solution structure, and/or boundary
condition. As a consequence, we plot in Fig. 5.10, for a representative [BMIM]
[TFSI]-PC system, the effective Stokes radius (Ar)i = kT(Diηπ)

−1 for cations and
solvent molecules as a function of RTIL mole fraction. This representation is based
on experimentally accessible quantities only. Viscosities were interpolated from
experimental data by fitting logarithmic excess viscosities to a Riedlich-Kister type.
Moreover, Fig. 5.10 provides strong evidence that for the studied system (other
mixtures show very similar behavior) viscosity grows faster than particle diffu-
sivities decrease when the RTIL concentration is increased. According to theory,
the A factor in (5.9) equals four for slip [98] and six [99] for stick hydrodynamic
boundary conditions. Taking this into account, reasonable values of the

Fig. 5.10 Estimated effective
Stokes radii, Ar, for cations
(black circles) and solvent
molecules (blue down
triangles) in [BMIM][TFSI]-
PC mixture as a function of
RTIL mole fraction
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hydrodynamic radii of cations and solvent molecules can only be expected at very
low RTIL content. Indeed, the estimated values from quantum-chemical calcula-
tions of molecular volumes are 3.65 Å for [BMIM]+ cation and 2.52, 2.95, and
3.06 Å for AN, γ-BL, and PC molecules, respectively. Moreover, predicted
effective radii of the ion pairs range from ca. 4.0 to 4.5 Å suggesting that it is rather
individual cations than the ion pairs which are the representative diffusing entities
containing cation at these mole fractions. The inadequacy of the SE relation in
concentrated mixtures of RTILs with molecular solvents is demonstrated by the fact
that at higher concentrations the apparent hydrodynamic sizes progressively
decrease down to unphysical values <2 Å. We consider this as strong evidence for
and a clear indication of severe changes in solution microstructure and associated
dynamics. In [BMIM][BF4]/[PF6]–PEG [100] and in [RMIM][MeSO3]–H2O mix-
tures [101, 102], Such a monotonic decrease of effective radii with IL concentration
was also observed. This was interpreted as an increase in the size of non-polar
domains formed by cation aggregates induced by the added solvent [101, 102]. The
results of the Stokes-Einstein analysis of the observed ionic diffusivities on [EMIM]
[TFSI] dissolved in organic solvents of different polarity at very high dilutions
(χ(RTIL) < 0.005) were interpreted in terms of weighted averages of dissociated
and ion-paired species. For the least polar employed solvent (CDCl3) the authors
even detected a second set of resonances that was attributed to large ionic aggre-
gates with aggregation numbers reaching 10–20 [103].

5.3.2.3 Relative Self-diffusion Coefficients as a Function of Mixture
Composition

For mixtures with [BMIM][PF6] RTIL we also measured anion diffusion by fol-
lowing 31P nuclei. The apparent anion self-diffusion coefficients D− were employed
to study the corresponding diffusivity ratios presented in Fig. 5.11.

Surprisingly, solvent/anion ratio does not reveal a plateau at low RTIL content
and rise more steeply (data not show) than the solvent/cation ratio. As a result, one
observes an inversion of self-diffusion coefficients of cations and anions, so at

Fig. 5.11 Ratio of diffusion
coefficients for counterions in
[BMIM][PF6] based mixtures
as a function of RTIL content
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χ(RTIL) < 0.5 cations diffuse slower as compare with anions, while in RTIL-rich
mixtures and in pure RTILs [BMIM]+ diffuse faster than [PF6]

− anions. Note-
worthy, the observed trend seems to be solvent-independent.

This particular behavior was first noticed by Hsu et al. [84, 104]. Indeed, the
surprisingly low translational mobility of the smaller anions in neat RTILs can be
accelerated to a greater extent than that of the more voluminous cations by tem-
perature increase and/or dilution with ordinary molecular liquid. That is to say,
upon certain degree of dilution/heating the inversion of the counterion diffusivity
has to occur. Based on numerous observations, mostly on the systems containing
[BMIM][PF6] [84] it was proposed and developed later on [104] the concept of
hyper-anion predominance. The main idea is that in neat RTILs and in RTIL-rich
mixtures there are not only neutral ion aggregates, but also some charged aggre-
gated species, so called hyper-ions. In other words, charged species are mostly
negatively charged. Therefore, the aggregates bearing positive charge are expected
to be smaller in size (up to isolated cations) than the negatively charged ones. Given
that the characteristic time-scale of NMR-diffusometry is on the order of tens to
hundreds of ms, the apparent self-diffusion coefficient is a weighted average of the
coexisting diffusing species. Thus, according to the hyper-anion predominance
hypothesis, anions are mostly found in bigger aggregates, which move slower as
compare with the smaller cation-enriched species. When diluted and/or heated the
aggregates get more and more disrupted and eventually simple ions become the
species which represent the diffusion phenomenon.

One can also find in the literature [83, 101] an alternative explanation of the
“strangeness” of counterion diffusion inversion of RTILs. For example, Stark et al.,
who studied [RMIM][MeSO3]–H2O mixtures, [83, 101] used the concept of fast
oscillating hydrophobic local subregions existing in pure RTILs and in RTIL-rich
mixtures. These domains are thought to be formed by the nonpolar parts of the
cations and to follow micellar-like organization. The authors supposed that at the
same leap rate for cation and anions, the former ones have to pass bigger length
between neighboring aggregates than the latter ones, that diffuse in the space
between the aggregates. This could account for the higher values of cation
self-diffusion coefficients.

In our opinion any hypothesis concerning the details of ion diffusivity in the
mixtures of RTILs with molecular solvents should be based on the well established
mechanism of the particle diffusion in such complex systems. We believe that this
problem can be solved by applying an additional combination of the contemporary
experimental and molecular modelling techniques such as quasi-elastic neutron
scattering and molecular dynamics simulation. For example, Urahata and Ribeiro
[105] by means of MD simulation have shown that for [RMIM][Hal] and [RMIM]
[PF6] cation diffusivity is anisotropic, it is enhanced in the perpendicular direction
with respect to the imidazolium ring plane. Similar, but a slightly different results
showing diffusion anisotropy of cation in neat [BMIM][TFSI] RTIL were described
by Liu and Maginn [106] However, such results can be adopted with some pre-
caution since as it was shown [25, 107] mutual polarization of cation and anion in
RTILs can influence significantly on dynamic properties of RTIL-based systems.
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5.3.3 Summary

We present the results of NMR-diffusometry study on mixtures of [BMIM][TFSI],
[BMIM][Tf], [BMIM][BF4] and [BMIM][PF6], with molecular solvents PC, AN
and γ-BL over the whole concentration range at 300 K. Diffusion coefficients of all
the components, namely cations, anions and solvent molecules gradually decrease
with addition of RTIL, approximately following the exponential viscosity increase.
In each solvent the ratio (Dsolv/D+) is almost insensitive to the anion. These relative
diffusion coefficients do not change with increase of RTIL content up to
χ(RTIL) < 0.2, and increase slightly especially in case of AN We attribute this
difference to rather weak cation solvation in AN over the whole concentration
range. The established changes in the estimated hydrodynamic radii allow one to
suppose a considerable change in solution microstructure and dynamics for the
studied combinations of RTILs with molecular solvents. For the binary mixtures
with [BMIM][PF6] a inversion of ionic diffusion coefficients is observed about
χ(RTIL) ≈ 0.5. At low RTIL concentration cations diffuse slower than anions in
full accordance with their relative radii, whereas at high RTIL content and in pure
RTILs cations diffusion is faster. Our results on inversion of cation/anion diffusion
coefficients in the binary mixtures of RTILs with molecular solvents can be con-
sidered as a confirmation of some universal behavior such systems.

5.4 Molecular Dynamics Simulations of the Mixture
of Imidazolium Ionic Liquids with Acetonitrile

5.4.1 State of the Field

Molecular dynamics (MD) simulations—including classical MD, [55, 108–116]
ab initio MD, [117–125] semiempirical MD, [126–143] reactive MD, [144–151]
and coarse-grained MD [152–158]—constitute currently the most successful group
of methods in computational chemistry. In particular, MD is vigorously used to
characterize one- and more-component liquid-matter systems [159–165]. The MD
methods are based on real-time propagating Newtonian equations of motion in
accordance with immediate forces acting on every interaction site of the simulated
physical or chemical system. Microscopic quantities recorded during MD simula-
tions in a certain thermodynamic ensemble are directly related to macroscopic
(physicochemical) properties of the system. The simulated MD system shall meet
the macroscopic limit, also known as the thermodynamic limit, i.e. the MD system
must be sufficiently large, so that its volume increases strictly proportionally to the
number of added identical particles (atoms, molecules, ions). With the above cri-
terion met, the thermal motion of particles in the simulated MD system is identical
to that of the real-world macroscopic system. Any observed discrepancies should be
attributed to the insufficiently accurate interaction potentials, the main sources of
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such inaccuracies being two-body-interaction simplification, electronic polarization
effects, and quantum effects, provided the latter were omitted in the model
Hamiltonian.

The computational power of modern supercomputing facilities is enough to
routinely apply the classical MD method to nearly any system of physicochemical
relevance. The MD systems, consisting of up to 10 000 interaction sites, can be
sampled over the microsecond time scale. This opportunity excessively covers the
needs to obtain thermodynamic, structure, and transport properties of even highly
viscous systems. It has recently become possible to observe crystallization phe-
nomena in real-time, whereas their conventional time scale is well above the
nanosecond range. Free energy simulations using steered (external force) imple-
mentations of MD, umbrella-potential-like enhanced sampling, and gradual
solute-solvent decoupling techniques are successfully employed to obtain solvation
thermodynamics and describe the mean-force barriers for non-spontaneous
processes.

Equilibrium MD delivers the following properties: (1) energy of vaporization,
[166] (2) cohesion energy, [166] (3) arbitrary pairwise interaction energies in the
many-body system, [167] (3) mass density, [168] (4) dielectric constant, [169]
(5) saturated vapor pressure, [170, 171] (6) surface tension, [168] (7) radial dis-
tribution functional functions; [172] (8) coordination numbers; [172] (9) distribu-
tion of valence and non-valence angles in molecules at given temperature and
pressure; [172] (10) distribution of molecular dipole moments; (11) self-diffusion
coefficients; [107] (12) shear viscosity; [107] (13) electrical (specific) conductivity;
[107] (14) life time of hydrogen bonds; [173] (15) orientation relaxation times;
(16) thermal conductivity; [174] (17) vibration spectra; (18) excess molar quantities
in the few-component systems; [25] (19) boiling point; [175] (20) critical point
[176]. Most of the enumerated properties belong to physical chemistry in the sense
that they can be obtained from the direct physical experiments. The other properties
are inherent to microscopic simulations, e.g. interaction energies between specific
moieties and certain relaxation times, which cannot be derived experimentally, but
can drive further molecular design via precise understanding of each moiety’s
impact. The wealth of available properties makes it possible to use the MD method
alone at the property prediction stage, leaving other methods (conductometry,
NMR, etc.) for calibration and verification of the developed models. Provided the
methodologies are established and routine user contributions are automated, MD is
also more affordable both in terms of human-hours and core-hours, as compared to
other methods.

Development or refinement of the interaction potential (model Hamiltonian,
force field) is central to accuracy of the MD results [56, 177–180]. While quantum
effects and sporadic chemical reactions are rarely important to obtain reliable
macroscopic properties (except simulations of specific substances at specific con-
ditions), electronic polarization plays a crucial role in many condensed-matter
systems. Comprehensive efforts [181–189] have been made to introduce electronic
polarization effects into classical Hamiltonians without the need to involve
electronic-structure calculations, which may be costly at the thermodynamic limit.
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The interaction parameters can be obtained from experimental data (e.g. covalent
and van der Waals radii of atoms and ions), by manual tuning of the coefficients to
reproduce benchmark properties (e.g. density and shear viscosity), and from
ab initio calculations. The latter can, in principle, be used alone, as they provide all
necessary quantities, such as bond length, valence angles, dihedrals, the corre-
sponding force constants of stretching and bending, binding energies between the
selected fragments. As exemplified for a wide range of ionic compounds and
condensed phases, [56, 179, 180] this force field derivation approach, when used
with conventional chemical wisdom, provides satisfactory to excellent results even
for complicated molecular and ionic structures. Post-Hartree-Fock
electronic-structure methods provide very reliable gas-phase properties, but fail to
account for environmental effects with the same accuracy [190–193].
Implicit-solvation models are normally insufficiently accurate beyond benchmark-
ing cases [194]. Furthermore, their relative errors are increased by orders of mag-
nitude in the relatively large classical MD systems. All electronic-structure methods
have problems in reproducing long-range interactions [195–198]. As a result, mass
densities obtained from the constant-temperature constant-pressure density func-
tional theory-based MD simulations are rarely accurate. Our unpublished results
identified up to 20% discrepancies in densities of common molecular liquids using a
few popular pure functionals and very high energy cut-off plane-wave basis sets.

Mixtures of ionic and molecular liquids represent strongly coupled
condensed-matter systems [199–202]. In most cases, the mixtures are liquid and
highly viscous at ambient conditions. An interplay of electrostatic and van der
Waals interactions determines aggregation state and transport properties of the
ion-molecular mixtures. Long-range interactions, beyond 1.5 nm of the interatomic
distance, contribute up to 50% of cohesion energy. Hydrogen bonding is an
important factor, which influences local structure around the cations. Furthermore,
hydrogen bonding makes a key contribution to the miscibility of RTILs and polar
molecular co-solvents, both protic and aprotic.

In the following, we demonstrate a full cycle of applying classical MD simu-
lations to a few chosen systems involving imidazolium-based RTILs and acetoni-
trile. Electrochemically relevant properties are highlighted. Their importance for
rational electrolyte design and reliability of prediction are commented on. We
conclude with critically outlining the role of classical MD in understanding the
RTIL + ML mixtures and performing robust electrolyte design.

5.4.2 Force Field Derivation

Periodic-box Car-Parrinello density functional theory-based MD simulations [203]
were used to find the free energy minimum nuclear configurations of
1-ethyl-3-methylimidazolium tetrafluoroborate [EMIM][BF4] and 1-butyl-3-
methylimidazolium tetrafluoroborate [BMIM][BF4]. The Car-Parrinello method
[203] allows to avoid electronic-structure calculations at every time-step by
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assigning an electron fictitious mass and simulating their motion as that of classical
entities. In some cases, this method is more computationally efficient, as compared
to Born-Oppenheimer MD. The BLYP exchange-correlation functional [204, 205]
was used. The plane wave basis set was used with a conventional kinetic energy
cut-off determined from the converged total energy and force. Due to a significant
computational cost of the electronic-structure calculations, the system size was set
to 8–12 ion pairs. The systems were simulated at 300, 350, and 400 K during 10 ps
with a propagation time-step of 0.1 fs. After the systems were equilibrated, elec-
trostatic charges on the cation and the anion were determined every 1000 time-steps
and subsequently processed statistically. Temperature was found to exhibit a fairly
marginal effect on the distribution of electrostatic charges. The average electrostatic
charges were assigned in the developed force field. Since dispersion attraction is
only negligibly sensitive to cation-anion coupling, the van der Waals
(Lennard-Jones-12,6) coefficients were taken from the AMBER force field without
modification. The hydrocarbon side chains of the imidazolium-based cations are
assumed to be non-polarizable. More detailed description of the employed proce-
dure, along with its pros and cons, is described elsewhere [56]. AN was simulated
as a six-site fixed-charge model with harmonic stretching potentials, as devised by
Nikitin and Lyubartsev [206]. The Lorentz-Berthelot rules were used to describe
Lennard–Jones–12,6 interactions between AN and imidazolium-based RTILs.

5.4.3 Methodology

A unified methodology can be adapted for all binary mixtures of RTILs and MLs to
simplify point-by-point comparison. The settings and algorithms proposed below
can be safely applied to other RTIL containing MD systems. The entire composi-
tion ranges of the [EMIM][BF4]/AN and [BMIM][BF4]/AN mixtures were inves-
tigated. The MD systems contained 2070-9000 interaction sites, corresponding to
300 ion pairs of [EMIM][BF4] and [BMIM][BF4], some of which were substituted
by AN molecules to prepare mixtures (5–90 mol%). Preliminary test simulations
indicated that such system sizes constitute an optimal choice for the investigated set
of physical chemical and microscopic properties. The mixtures were simulated at
283, 298, and 323 K under 1.0 bar. In this way, standard conditions, as well as
slightly decreased and slightly increased temperatures, were included. The fluctu-
ations of temperature around the designated value were maintained by the velocity
rescaling thermostat (relaxation time 100 fs) [207]. The fluctuations of pressure
around its constant value were maintained by the Parrinello-Rahman barostat (re-
laxation time 1000 fs, compressibility constant 4.5 × 10−5 bar−1) [208]. The
integration time-step of 1.0 fs was used, whereas every system was sampled during
50 000 ps after equilibration. In general, the integration time-step can be increased
up to 2.0 fs, provided that all lengths of the carbon–hydrogen covalent bonds are
constrained [209, 210]. The Cartesian coordinates were saved every 20 fs. All
interactions were treated as two-body ones. The electrostatic forces were computed
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directly (using the Coulomb law for point charges) for the atom-atom separations
below 1.5 nm. At longer distances, the Particle Mesh Ewald method in the recip-
rocal space [211] was used. The Lennard-Jones-12,6 forces were slightly modified
between 1.2 and 1.3 nm to completely disappear at 1.3 nm. The list of neighboring
atoms was updated every 10 time-steps within the radius of 1.5 nm. Figure 5.12
depicts periodic a simulation box of the RTIL + ML mixture.

Physicochemical and microscopic properties. To illustrate robustness of the
established methodology, we computed and discussed a relatively small set of
properties, which are most important to perform a thoughtful electrolyte design:
(1) specific conductivity, (2) shear viscosity, (3) self-diffusion coefficients, (4) mass
density, (5) cluster size distributions.

Ionic conductivity was computed from the linear slope of mean-square dis-
placements of the collective translational dipole moment. The method is sometimes
referred to as Einstein-Helfand and requires continuous movement of atoms, i.e.
post-simulation removal of periodic boundary conditions. Shear viscosity was
computed from the autocorrelation function of the off-diagonal elements of the
pressure tensor. This method converges slowly, but allows to use equilibrium MD
simulations, instead of explicitly simulating energy dissipation. Self-diffusion
coefficient of every molecular and ionic species was computed from the slope of
mean–squared displacements of atoms versus time. Mass density was computed
from the thermal motion induced fluctuations of the MD system volume in the
course of MD simulation. Ionic clusters were identified using the single-linkage
method, in which the key distance is 0.50 (0.51) nm measured between the C-2
atom of the cation and the boron atom of the anion. This criterion was derived from
the position of the first minimum in the radial distribution function for the
respective interaction sites.

Computer codes. GROMACS 4 was used to carry out classical MD simulations
[212–215]. VMD was used to observe ion-molecular trajectories and prepare
molecular artwork [216]. PACKMOL was used to generate initial energy-efficient

Fig. 5.12 An immediate
ion-molecular configuration
of the [BMIM][BF4] + AN
equimolar mixture after the
free energy minimum at
298 K and 1 bar was reached.
Visual Molecular Dynamics
software, version 1.8, [216]
was used to prepare this
artwork
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ion-molecular configurations [217]. The scheduled MD simulations do not require
high degrees of paralellization. We used 4–12 cores per simulation, depending on
the number of interaction centers, with the domain decomposition scheme to effi-
ciently distribute computation of immediate forces on-the-fly.

5.4.4 Discussion of MD Simulation Results

Predicting, which binary mixture exhibits the highest specific conductivity
(Fig. 5.13) without experiments and simulations, is the most challenging and
important task in the context of designing an electrolyte. Knowing the most con-
ductive composition is essential for designing best performing electrolytes. While
mobility of the individual ions (Figs. 5.14 and 5.15) increases with an addition of
more molecular co-solvent, due to shear viscosity decrease (Fig. 5.16), the number
of charge carriers in the solution decreases simultaneously. Thus, the conductivity
maximum should be expected at some finite concentration. Ionic conductivity of
[EMIM][BF4] increases by up to three times upon dilution. In turn, specific con-
ductivity of [BMIM][BF4] increases by up to 13 times. Nonetheless, the absolute
value κ([EMIM][BF4]/AN) remains higher at all investigated temperatures. The
increase of κ([EMIM][BF4]/AN) is less steep, therefore, a range of binary com-
positions can be suitable for but AN impacts it very favorably. The ion motion is

Fig. 5.13 Specific
conductivity of the [EMIM]
[BF4]/AN and [BMIM][BF4]/
AN mixtures computed at
283 K (blue hexagons),
298 K (magenta diamonds),
and 323 K (red circles) versus
molar fraction of RTILs. Note
the location of the
conductivity maximum
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driven by AN, e.g. at χ (RTIL) < 10%, the ion diffusion coefficients in [EMIM]
[BF4]/AN is approximately 1.1 times larger, as compared to [BMIM][BF4]/AN.
Mobility of co-solvent molecules is of crucial importance to achieve higher con-
ductivities of the resulting electrolytes. We observed a strong correlation of specific
conductivity with temperature. Whereas κ([EMIM][BF4]/AN) increases by three
times upon dilution at 323 K, it increases as much as by 7 times at 283 K. Com-
pare, κ([BMIM][BF4]/AN) increases by 13 times at 283 K. We conclude that
addition of AN is crucially important for low-temperature electrolytes.

Fig. 5.14 Self-diffusion coefficients, D, of cation (EMIM+), anion (BF4
−) and solvent molecules

(AN) of the [EMIM][BF4]/AN mixtures computed at 283 K (blue hexagons), 298 K (magenta
diamonds), and 323 K (red circles) versus molar fraction of RTILs

Fig. 5.15 Self-diffusion coefficients, D, of cation (BMIM+), anion (BF4
−) and solvent molecules

(AN) of the [BMIM][BF4]/AN mixtures computed at 283 K (blue hexagons), 298 K (magenta
diamonds), and 323 K (red circles) versus molar fraction of RTILs
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Self-diffusion (Figs. 5.14 and 5.15) in the mixture and shear viscosity (Fig. 5.16)
are connected directly by the Einstein-Stokes relationship (D ∼ η−1), provided that
particles can be described as spheres. While the sphericity criterion is not com-
pletely fulfilled either for AN or for imidazolium-based RTILs, the trend is still
observed. The ratio of cationic and anionic diffusion coefficients changes drastically
as RTIL fraction gradually decreases. In the RTIL-rich mixtures, the anionic dif-
fusion is 60–70% of the cationic diffusion, even though the imidazolium-based
cations are a way more bulky, as compared to the spherical tetrafluoroborate anion.
In turn, the anionic diffusion increases somewhat faster with temperature. As the
molar fraction of AN increases, anionic diffusion becomes faster than the cationic
one. This is easy to understand by considering the following factors. While the
content of AN molecules is negligible, the cation and the anion create large ionic
clusters (see below). Their structure is determined by the pairwise interaction
between the fluorine atoms of the anion and the C(2)-H atom of the imidazole ring.
The anions are bound to the cations, resulting in their slow self-diffusion (Figs. 5.14
and 5.15) and high viscosity (Fig. 5.16). Upon gradual addition of AN, the anions
get substituted by the co–solvent molecules. The ion clusters dissolve and the
anionic self-diffusion becomes much faster at lower RTIL fractions (Figs. 5.14 and
5.15). Interestingly, a drastic acceleration of the tetrafluoroborate anion nearly
coincides with the location of the specific conductivity maximum.

Shear viscosity depends on temperature and fraction of RTILs crucially
(Fig. 5.16). At higher fractions of RTILs, dependence on temperature is stronger.
Compare η([BMIM][BF4], 283 K) = 137 cP to η([BMIM][BF4], 323 K) = 17 cP
at χ(RTIL) = 90%. Viscosities of the [EMIM][BF4]/AN mixtures are systematically

Fig. 5.16 Shear viscosity of
the [EMIM][BF4]/AN and
[BMIM][BF4]/AN mixtures
computed at 283 K (red
circles), 298 K (green
squares), and 323 K (blue
triangles) versus molar
fraction of RTILs
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smaller, as compared to [BMIM][BF4]/AN. The RTIL-rich mixtures are quite
viscous and marginally conductive, therefore, small additions of AN are not
practical. At higher AN fractions, χ(RTIL) < 25%, viscosity is decreased by an
order of magnitude. As stated above, the transport properties of the AN-rich mix-
tures are controlled by AN. This is possible thanks to strong ion-molecular inter-
actions and excellent miscibility of AN with imidazolium-based RTILs. The
simulated viscosities appear in good to excellent agreement with the experimental
data [21, 22, 57]. An alternative possibility to obtain shear viscosity and conjugated
transport properties is simulating at a few elevated temperatures and extrapolating
of the fitted (parametrized) Vogel-Tamman-Fulcher equation. As demonstrated
using a few imidazolium-based RTILs, this method allows to save computational
time quite significantly [218].

Density (Fig. 5.17) can be used to check an accuracy of the force field, since this
property can be simulated very quickly. On another hand, experimental determi-
nation of density is also inexpensive, reliable, and straightforward. Point-by-point
comparison reveals a very good agreement with literature results [23, 44]. E.g.
simulated ρ([BMIM][BF4]/AN) = 1094 kg m−3 in the equimolar mixture, com-
pares perfectly to previously reported experimental value, 1102 kg m−3. ρ([EMIM]
[BF4]/AN, 50 mol%) = 1137 kg m−3 is quite close to the experimental value of
1167 kg m−3. Mixtures of [BMIM][BF4] are somewhat less dense, since a longer
hydrocarbon side chain decreases density. This trend is also valid for pure RTILs.
The densities of [EMIM][BF4]/AN and [BMIM][BF4]/AN are equal at
χ(RTIL) = 25%.

Fig. 5.17 The density of
[EMIM][BF4]/AN and
[BMIM][BF4]/AN mixtures
computed at 283 K (blue
hexagons), 298 K (magenta
diamonds), and 323 K (red
circles) versus molar fraction
of RTILs
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Formation of ion pairs and larger clusters deteriorate specific conductivity by
decreasing translational mobility of charge carriers. Therefore, distribution of ion
clusters and their lifetimes are essential to predict and explain location of the
specific conductivity maximum in the binary mixtures.

The single-linkage threshold was set according to the first minimum position in
radial distribution function gCR-B(r), where CR is the Carbon atom of imidazolium
ring connected to the most positive Hydrogen atom, and B is Boron atom of BF4

−

anion (Fig. 5.18). The position of minimum is independent on molar fraction and
marginally dependent on the imidazolium-based cation, 0.5 nm for [EMIM][BF4]
and 0.512 nm for [BMIM][BF4], respectively. The choice of the atom pair and the
threshold is somewhat arbitrary in the systems, in which more than one dominant
intermolecular interaction exist. Selecting a maximum position as a threshold is also
acceptable; in that case only strongly bound clusters would be detected, whereas the
percentage of large ion clusters would be significantly lowered.

Tables 5.3 and 5.4 summarize the results of cluster analysis in terms of average
cluster size and probabilities to form clusters of given size, respectively. Ion
structures formed by [EMIM][BF4] and [BMIM][BF4] are similar. The size of the
largest ion cluster is in direct proportion to the RTIL molar fraction. The prefer-
ential cluster is an ion pair. Its existence is most probable in the AN-rich mixtures.
Significant percentages of the lone ions exist at χ(RTIL) = 5–10%, irrespective of

Fig. 5.18 Radial distribution
functions, gCR-B(r), computed
between the cation and the
anion in the [EMIM][BF4]/
AN mixtures for a few
AN-rich systems. The legend
shows molar fractions of
RTILs. Arrow indicates the
position of the first minimum
used as the single-linkage
threshold for ion aggregates
formation

Table 5.3 The average cluster sizes of [EMIM][BF4] and [BMIM][BF4] formed in AN at 283,
298, and 323 K

χ(RTIL),% [EMIM][BF4] [BMIM][BF4]
283 K 298 K 323 K 283 K 298 K 323 K

5 1.6 1.7 1.6 1.6 1.7 1.7
10 2.2 2.2 2.2 2.2 2.2 2.2
25 5.7 5.1 5.1 5.0 4.9 4.4
50 45 42 35 21 19 16
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the imidazolium-based cation. Note that the amount of lone ions is comparable to
amount of ion pairs at χ(RTIL) = 25–50%. We conclude that ion pairs are insuf-
ficiently stable in the AN-rich mixtures. Relatively low stabilities of the following
ion pairs—[EMIM] + [BF4] and [BMIM] + [BF4]—are responsible for the for-
mation of a large variety of ion clusters (Table 5.4). The average sizes of the ion
clusters are 1.7, 2.2, 5.1, 42 for 5, 10, 25, 50% of [EMIM][BF4] at 298 K. It is
clearly seen that clusters become larger as χ(RTIL) increases. A sharp elevation is
seen from χ(RTIL) = 25% to χ(RTIL) = 50%. A similar ion cluster size distribu-
tion is observed in the [BMIM][BF4]/AN mixtures (Table 5.3).

An average ion cluster size in [BMIM][BF4]/AN is twice smaller than that in
[EMIM][BF4]/AN in the AN-rich mixtures. Unlike [EMIM] and [BF4], [BMIM]
and [BF4] maintain larger percentages of smaller clusters. The largest detected
cluster comprises 240 (in [EMIM][BF4]/AN) and 170 (in [BMIM][BF4]/AN) ions.
Even though the probabilities of such clusters formation are negligible (less than
0.01%), the difference is quite significant. This difference reveals a substantial effect
of the longer hydrocarbon side chain in [BMIM][BF4].

To recapitulate, an average aggregate size is directly proportional to AN molar
fraction. As χ (AN) increases, total number of charge carriers (ions of RTIL)
decreases. The location of the specific conductivity maximum results from an
interplay of these properties. Position of the conductivity maximum coincides with
the largest χ(RTIL) at which percentage of lone ions starts to exceed percentage of
ion pairs. Our results suggest that lone ions contribute most to specific conductivity
of the system. Ionic clusters and their size distributions can be used to predict and
correlate shear viscosity in mixtures, as highlighted recently using another family of
RTILs as an example [209].

Table 5.4 Probabilities of formation of the [EMIM][BF4] and [BMIM][BF4] ion clusters of given
size in the equimolar [EMIM][BF4]/AN and [BMIM][BF4]/AN mixtures at 323 K

Cluster size,
(number
of ions)

Probability, % Cluster size,
(number
of ions)

Probability, %
[EMIM]
[BF4]

[BMIM]
[BF4]

[EMIM]
[BF4]

[BMIM]
[BF4]

1–10 42 55 91–100 2.4 0.5
11–20 14 19 101–110 2.0 0.3
21–30 8.4 9.8 111–120 1.8 0.2
31–40 6.0 5.8 121–130 1.5 0.1
41–50 4.7 3.5 131–140 1.1 0.1
51–60 4.0 2.4 141–150 1.1 0.1
61–70 3.5 1.6 151–160 0.8 0.0
71–80 2.7 1.0 161–170 0.7 0.0
81–90 2.6 0.8 171–240 1.0 0.0
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5.4.5 Summary

Molecular dynamics, and in particular classical molecular dynamics, represents a
powerful and affordable research technique for ionic liquids and their binary
mixtures with molecular liquids. Determination of the valid model Hamiltonian is
most essential to guarantee high quality of the predicted properties. Development of
unified force field derivation algorithms is of high value for the progress of the field.
The cost of most physicochemically relevant classical MD simulations is covered
by the available supercomputing resources.

In this work, we exemplified a successful and robust application of classical MD
to characterize the [EMIM][BF4]/AN and [BMIM][BF4]/AN mixtures over their
entire composition ranges. We identified location of the specific conductivity
maximum, being the most important data for an electrolyte design, and explained it
by two competing factors using viscosity and self-diffusion data. We showed that
maximum conductivity correlates with ionic clustering and can be, therefore,
hypothesized using an average structure of the ion-molecular system. Classical MD
readily provides most physicochemical properties, except electrochemical window,
needed to rate one- and more-component electrolytes according to their suitability
for a certain electrochemical application.
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Chapter 6
Microsegregation in Ion-Electron Liquids:
Molten Metals and Alloys

Yuriy Plevachuk, Vasyl Sklyarchuk and Andriy Yakymovych

Abstract A number of experimental studies of different physical and chemical
properties and microstructure analysis revealed structure transformations in liquid
metal alloys during solidification, especially near melting temperature (Tm).
A complicated microstructure behavior was found in metal systems with different
type of interatomic interactions (eutectics, monotectics and systems with inter-
metallic compounds in the solid state). Furthermore, pure liquid metals and
semimetals have also indicated microstructure changes in the temperature region
near the melting points. Several models describing such microstructure transfor-
mation are based on microsegregation processes resulting in the formation of
microregions with different arrangement in the liquid matrix. F. Sommer proposed
the association model to describe temperature and concentration dependencies of
thermodynamic properties (enthalpies of mixing chemical activity etc.). According
to this model chemical short-range ordered atom regions exist in the alloys with
strong chemical interaction between atoms. Another approach is the quasieutectic
model proposed by E. Kalashnikov which suggests the quasieutectic or statistical
and intermediate atom distribution in the liquid state near Tm. Based on
structure-sensitive properties a complex analysis of the microstructural changes
during solidification in some eutectic and near eutectic alloys was carried out. The
above mentioned models were used to perform quantitative estimation of the
formed microregions with atomic concentration different from the statistical dis-
tribution. Based on the obtained results the overall picture of microsegregation
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processes in the liquid metals and metal alloys regardless of the preferred type of
interatomic interactions has been obtained.

6.1 Introduction

In contrast to investigations of different processes during solidification of metal
alloys [1, 2], their behavior during melting is less studied. The two-phase
melting-solidification region, where solid and liquid phases have the same chemical
potentials, is marked on the phase diagram by the lines of solidus and liquidus.

Transition from the liquid to the solid state under equilibrium conditions can
take place only in case of very slow cooling. Because the cooling which is
accompanied by diffusion mass transfer cannot be endless, solidification is
non-equilibrium. As a result, a composition of the formed solid solution is
non-uniform.

Strictly speaking, melting and solidification of metal alloys are not the reversible
processes. In contrast to a pure metal, where melting is accompanied by destruction
of the crystalline lattice, transition to the liquid state in the alloy, which is a system
of several components, is followed by solving of more refractory elements in the
liquid. Under such circumstances, the melting continues in a certain temperature
range. Existence of the refractory fractions together with gravitational liquation is
the cause of overheating of the alloy.

In order to reflect on the phase diagrams these peculiarities of phase transfor-
mations, it was proposed to mark them by additional lines of metastability, which
run under the liquidus line [3]. The lines of metastability are extensions of the lines
of the liquidus below the eutectic point and indicate an equilibrium between a
nucleus and a liquid in a certain interval of concentration.

Up to now, the works dedicated to undercooling without temperature gradients
followed by solidification are rather scarce. The solidification temperatures, cor-
responding to the so-called specific points, which are located below the eutectic
temperature, were also defined only in few binary alloys.

In the present study such specific points were determined for the binary system
Pb–Bi using the data of electrical conductivity measurements. It should be noted
that a correlation between the viscosity and electrophysical properties, such as
electrical conductivity and thermoelectric power, was shown both for metal liquid
alloys [4–6] and ionic liquid alloys [7–9]. Therefore, viscosity investigations will
bring confirmation about possible transition of the liquid from the equilibrium to the
metastable state. It should be noted that several theoretical studied devoted to
calculations of structure transformations and changes of thermophysical properties
near to and at the critical temperature for various materials [10–12], were published
recently and became a basis for analysis of experimental measurements [13–15].

Based on the obtained results of electrical conductivity and viscosity measure-
ments of Pb–Sn, Pb–Bi, Pb–Au, Pb–Mg, In–Bi and In–Sb eutectic systems, the
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microheterogeneous structure in the melting-solidification region and microsegre-
gation processes in the liquid alloys were studied.

6.2 Experimental Details

Temperature dependence of the electrical conductivity was measured by the
four-point contact method. The cylindrical boron nitride crucibles were used for the
molten samples. The later were produced from pure elements, which had been
melted and evacuated inside the sealed quartz ampoules. The composition of the
sample was accurate within 0.02 wt. %. In order to keep a constant chemical
composition of the sample the measurements were carried out in neutral atmosphere
of argon under pressure of about 10 MPa.

In order to avoid a direct contact between the melt and the thermocouples, the
intermediate graphite electrodes for potential and current measurements were
inserted into a wall of the crucible. Each electrode was connected with a WRe-5/20
thermocouple for temperature measurements, while one of two dissimilar con-
ductors of the thermocouple was used for the measurement of electrical conduc-
tivity. The total error of the measurements of electrical conductivity did not exceed
2%. The experimental facility and the details of this method were reported in [16].

The dynamic viscosity was measured using the oscillating-cup viscometer [17].
The modified Roscoe equation was used for calculation of the viscosity from the
data of the period of oscillations and the logarithmic decrement of the damped
oscillations. The measurements were carried out in the atmosphere of helium, the
excess pressure did not exceed 0.03 MPa. Each sample whose weight was about
30 g was weighed before and after the measurements, and the weight loss did not
exceed 0.02 wt. %. The samples were measured in the cylindrical graphite crucibles
with a diameter of 14 mm. A homogeneous temperature field inside the furnace (up
to 0.3 K) has been maintained in the temperature interval of the measurements. The
temperature was determined by the WRe5/20 thermocouple, located below the
crucible. The total error of the viscosity measurements did not exceed 3%.

In addition, the viscosity of In–Bi and In–Sb systems was calculated using the
hard sphere model [18]:

η=
2.408 × 10− 8 ⋅ μ1

3

1− 1.8702 ⋅ μ
⋅

MTð Þ12
V

2
3

ð6:1Þ

where η is a coefficient of the dynamic viscosity of a liquid, µ is the packing
coefficient, M is the molar mass, V is the molar volume.
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6.3 Association Model for Liquid Alloys

The association model proposed in [19–21] and successfully applied to different
systems, has been considered in the present study for confirmation of fluctuations of
concentration in In–Bi and In–Sb binary alloys. For this purpose, the mole fractions
of two types of chemical complexes InBi and In2Bi for the Bi–In system, and InSb
and In3Sb for In–Sb system in the liquid state were calculated using the association
model.

We assume that a binary A–B liquid alloy consists of a pseudo quaternary
mixture of nA1 and nB1 mol of A1 and B1 atoms of pure elements, and of nAiBj and
nAiBk moles of two types of chemical complexes, AiBj and AiBk, respectively. So, a
number of moles, n, is as follows:

n= nA1 + nB1 + nAiBj + nAlBk,

nA = nA1 + inAiBj + lnAlBk,

nB = nB1 + jnAiBj + knAlBk ,

ð6:2Þ

The absolute concentrations were obtained as xA = nA/N and xB = nB/N for
1 mol of a binary alloy (N = 1). The similar equations are valid for the concen-
trations of the particles in the liquid:

xA1 =
nA1

nA1 + nB1 + nAiBj + nAlBk
,

xB1 =
nB1

nA1 + nB1 + nAiBj + nAlBk
,

xAiBj =
nAiBj

nA1 + nB1 + nAiBj + nAlBk
,

xAlBk =
nAlBk

nA1 + nB1 + nAiBj + nAlBk
.

ð6:3Þ

The chemical potentials µn of the assumed species ν (ν = A1, B1, AiBj and AlBk)
were

μA1 = μ0A1 +RT ln xA1 = μ0A +RT ln xAγA
, μB1 = μ0B1 +RT ln xB1 = μ0B +RT ln xBγB

where R is the gas constant, T is the absolute temperature and γA, γB are the
coefficients of activity. From this one can calculate:

γA =
xA1
xA

exp
μ0A1 − μA1

RT

� �
,
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γB =
xB1
xB

exp
μ0B1 − μB1

RT

� �
,

For calculation of the mole fractions of the associates in liquid In–Bi and In–Sb
alloys the activity coefficients of pure components were taken from Hultgren et al.
[22].

The concentration–concentration structure factor in long wave length limit or
concentration fluctuations Scc(0) is one of the widely used parameters to analyse the
degree of order in the liquid alloy [23, 24]. The following expression for viscosity,
η, can be used to calculate Scc(0):

η= η0ϕ,

ϕ=
c1c2
Scc 0ð Þ ,

Sccð0Þ= c1c2
η0
η
, ð6:4Þ

η0 = ∑
i
ciηi,

where ηi and ci are the viscosity and the concentration of the component i.
The concentration fluctuation is also thermodynamically related to the molar

enthalpy of mixing, HM:

Scc 0ð Þ= c1c2
1− HM

RT

. ð6:5Þ

Considering the ordering energy is equal to zero, Eq. (6.4) can be expressed as

Scc 0ð Þ= 0ð Þid = 1− cð Þ ð6:6Þ

The mixing behaviour of liquid alloys can be deduced from the deviation of
Scc(0) from the ideal value, Scc(0)id. Condition Scc(0) < Scc(0)id corresponds to
unlike atoms pairing as nearest neighbours and condition Scc(0) > Scc(0)id corre-
sponds to like atoms pairing in the first coordination shell.

6.4 Melting and Solidification

The physical properties of the lead-bismuth system attracts attention of scientists
because the Pb–Bi alloys of the eutectic and near-eutectic compositions are con-
sidered as advanced materials for the liquid metal spallation neutron source as well
as the liquid metal coolants for the new generation of critical and subcritical nuclear
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reactors [25]. A number of works are dedicated to investigations of different
properties of this system, but only several papers described behavior of electrical
properties in the liquid state [26, 27]. Moreover, the processes of melting and
solidification in the Pb–Bi alloys of the eutectic and near-eutectic compositions
were studied insufficiently.

Therefore, several alloys of the composition close on both sides to the eutectic
one, Pb44Bi56, were selected for studies of the electrical conductivity behavior.
Dependence of the electrical conductivity on temperature for these eutectic,
hypoeutectic and hypereutectic alloys is shown in Figs. 6.1, 6.2 and 6.3.

It is seen that the electrical conductivity curves, σ(T), of the Pb40Bi60 alloy
corresponding to the melting and solidification did not coincide and formed a
hysteresis (Fig. 6.1a). An interval of solidification lies between 444 and 411 K.

It has been revealed that after several thermocyclings, completion of melting as
well as beginning of the solidification were shifted for dozens of degrees towards
higher temperature values compared to the corresponding points of the liquidus line
reported in the handbook of binary alloy phase diagrams [28]. Note that for some
samples the temperature shift is almost 40 K. As seen from Fig. 6.1, a first kink on
the heating curve appeared at about 402 K, corresponding to beginning of melting.
A second kink, which is observed at 432 K, can indicate that the liquid phase
reached its critical concentration. A gradual increase of the temperature coefficient
of conductivity dσ/dT takes place with further heating. At 464 K the sample
became completely molten, and further heating is accompanied by gradual decrease
of the electrical conductivity. It is seen in Fig. 6.1b that the electrical conductivity
of Pb43Bi57 alloy behaves similarly.

Temperature dependence of the electrical conductivity of the Pb44Bi56 alloy,
corresponding to the eutectic composition, is presented in Fig. 6.2a. Heating of the

Fig. 6.1 Temperature
dependence of the electrical
conductivity of Pb40Bi60
(a) and Pb43Bi57 (b) liquid
alloys [42]
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solid sample is accompanied by a gradual decrease of conductivity. Reaching the
melting temperature Tm, a drastic fall on the σ(T) curve is observed. In the liquid
state the electrical conductivity decreases gradually with heating.

Similar to the Pb40Bi60 and Pb43Bi57 alloys, each subsequent
melting-solidification cycle resulted in displacement of the melting temperature
(from 4 to 5 K) towards more high values. The interval of solidification, which

Fig. 6.2 Temperature
dependence of the electrical
conductivity of Pb44Bi56
(a) and Pb45Bi55 (b) liquid
alloys [42]

Fig. 6.3 Temperature
dependence of the electrical
conductivity of Pb46Bi54
(a) and Pb50Bi50 (b) liquid
alloys [42]
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started at the eutectic point according to the phase diagram [28], did not exceed 4–
5 K.

Two samples where a content of lead was slightly higher than in the eutectic
composition, namely Pb45Bi55, Pb46Bi54 and Pb50Bi50, were chosen in order to
investigate the hypereutectic region of this system. As seen from Fig. 6.3a, the
σ(T) dependence of the Pb45Bi55 liquid alloy is similar to electrical conductivity
behavior of the Pb44Bi56 alloy.

A temperature hysteresis in the region of melting and solidification has been
observed in liquid Pb46Bi54 alloy. The range of solidification in this composition
extended from 402 to 390 K. Comparing behavior of the electrical conductivity in
these alloys we suggest that the processes of solidification in the eutectic and near
eutectic liquid alloys are very similar.

Investigation of the more distant alloy composition Pb50Bi50 revealed that the
temperature values of liquidus (423 K) and solidus (400 K) did not change after
thermocycling and remained the same in course of melting and solidification.
Temperature dependence of electrical conductivity of the Pb50Bi50 alloy is very
similar to the conductivity behavior of lead.

Based on a deep analysis of the obtained results of the electrical conductivity, we
propose a model, which allows to supplement the phase diagram of the binary
system in the region of the eutectic composition with regard to the metastable area.
According to this model, two additional lines, the so-called “metastable” liquidus
lines M1 and M2 can exist below the liquidus lines L1 and L2 (see Fig. 6.4).

Four curves, namely, L1, M1, L2 and M2 have four points of the intersection.
The point E corresponding to the eutectic composition is at the intersection of the
curves L1 and L2, point P1 is at the intersection of the curves L1 and M2, point P2
is at the intersection of the curves L2 and M1 and point P3 is at the intersection of
the curves M1 and M2.

Depending on the initial alloy composition, different ways of the eutectic
transformation are possible. Let us assume that the composition marked by X1
corresponds to the liquid alloy Pb50Bi50. Solidification of this alloy with

Fig. 6.4 Region of the
metastable equilibrium near
the eutectic composition of
the binary alloy. X3 points to
the hypothetic composition of
the melt for the P4
construction [42]
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undercooling along M2 results in precipitation of the solid alloy Pb–Bi, which
composition is determined by the line of solidus. A liquid part of the alloy changes
simultaneously its composition during cooling along L2 until the eutectic point E.

It has been suggested in [6] that there can be two possible solidification
mechanisms. In case when the precipitated particles of the solid phase of the alloy
are the nuclei of crystallization for another phase, the eutectic transformation takes
place exactly at the point of eutectic E. Otherwise, these particles are not the centers
of solidification, and precipitation continues upon cooling, passing E. In this case,
the composition of the liquid phase changes along the extension of the line L2 up to
crossing of the curves L2 and M1, P2. At the temperature corresponding to P2
particles of the second Bi-rich phase precipitate, pointing to the eutectic
transformation.

The alloys of compositions located at another side of the eutectic point, e.g.,
Pb40Bi60, marked by X2, solidify very similar. Depending on impact of the first
precipitates on the second liquid phase the eutectic transformation can start either in
E or in P1. For the alloy composition, pointed by P3, the eutectic transformation
runs without any initial nucleation. In this case the undercooling below E is
negligible.

Solidification of the melt with a composition between P3 and P4 runs in a
following way. Precipitations of the primary nuclei take place at temperatures
determined by M2, the composition of the liquid phase changes gradually at con-
stant temperature towards the increase of the second component content. The
eutectic transformation takes place when a content of the second phase reaches M1.

Depending on velocity of the solidification, a region of the undercooling can
change. In case of higher velocity, solidification will start at lower temperatures, so,
the metastable” liquidus lines M1 and M2, as well as the P1, P2, P3 and P4 points,
will be shifted. It means that the onset of the eutectic transformations can be at
different temperatures and concentrations.

Additional confirmation of the metastable M-lines has been received from the
electrical conductivity data for Pb43Bi57 alloy, located between E and P3 (see
Fig. 6.4). As locations of E, P3, P4 cannot be determined very precisely, moreover,
they are very close to each other, the alloy of this composition can be found
between P4 and P3, but also between P3 and P2. The Pb43Bi57 melt begins to
solidify at 391 K, which is 7 K lower than the eutectic temperature, and the cor-
responding point is located on the extension ofM2. The eutectic transformation will
begin when the composition of the liquid reaches M1. In course of heating
Pb43Bi57, the temperature of liquidus (410 K) is higher than a value found from L1.
It is suggested that a metastable solidification takes place, leading to precipitation of
more refractory phases.

Thus, it was found that the very first particles, which start to precipitate, are not
always the nuclei for appearance of the second phase in the melt. The data of
temperature dependence of the electrical conductivity revealed that undercooling of
the alloy compositions slightly different from the eutectic composition and hence
the eutectic transformation at different temperatures, take place.
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In case of the melt enriched by Pb, this transformation occurs at 5 K under E and
is very similar to transformation in the alloy of the eutectic composition Pb44Bi56.
At the same time, the eutectic transformation in the Bi-rich liquid alloy can occur at
2 K below E. We suppose that the points on the σ(T) where dσ/dT change can be
interpreted as a kind of figurative points of a critical nucleation. These points can
form the line of the critical nucleation in the region between the lines L and M, but
in order to construct such a line, further investigations and more data are needed.

6.5 Microsegregation

Some anomalous behavior of the binary and ternary eutectic alloys is not limited to
the melting-solidification area but is observed also at higher temperatures in the
liquid state. Such peculiarities were recently revealed in a number of the Pb-based
eutectic systems, like Pb–Sn, Bi–Pb–Sn, Bi–Pb, Au–Pb, Mg–Pb. Note that these
systems are of permanent interest because they are widely applied as solder
materials (Pb–Sn, Bi–Pb–Sn) or liquid–metal coolants in nuclear power stations
(Bi–Pb, Au–Pb, Mg–Pb) [29, 30].

Investigation of the eutectic area of these systems revealed unpredictable
behavior of their structure sensitive physical properties. The obtained results
revealed that the metallic melts can undergo several structural transformations
during heating beginning from their initial microheterogeneous state remaining
after melting up to the homogeneous state od a true solution [31].

It was described recently that a regular solution becomes thermodynamically
unstable as it approaches a temperature of eutectic Te. (see [32] and references
therein). The regions of stability and instability are divided by the binodal and
spinodal lines. According to theoretical predictions, a maximum temperature of
instability cannot exceed 2Te.

Reaching this temperature value during cooling, a regular solution loses stability
and becomes metastable. Next transition to the irregular state can be conditioned by
fluctuation processes or under the influence of external fields. Below the spinodal
line a system becomes labile for the regular solution area, and no structure changes
occur upon further cooling.

Different eutectic systems revealed anomalies (hysteresis, curve divergence) of
some structure-sensitive properties, like density, internal friction or electrical
resistivity, during temperature changes [31, 33–35]. One explanation is connected
with the structure transformation of the local short-range order, which is accom-
panied by a break of the previous bonds and formation of new bonds or more
disordered liquid at higher temperatures [35]. It is assumed that similar rear-
rangement of the structure results in gradual properties changes, like, e.g., in liquid
tellurium [36] where transformation of structure is considerable [37]. This
assumption was confirmed by results of the electrical conductivity and viscosity
measurements, carried out for several Pb-based eutectic systems. The binary alloys
of the eutectic compositions Pb26.1Sn73.9, Pb44Bi56, Pb83Mg17, Pb50Bi50, Pb83Mg17
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and the ternary eutectic Bi46Pb29Sn25 (all at. %) were chosen for the studies. Fur-
thermore, existence of an inhomogeneous structure in complex eutectic melts such
as In–Bi and In–Sb whose one component is a chemical compound, was examined
based on the results of the viscosity.

Viscosity of liquid Pb26.1Sn73.9 and Pb44Bi56 eutectics is presented in Figs. 6.5
and 6.6. The viscosity decreases exponentially with upon heating. As in some
earlier investigations [38, 39], the viscosity curves η(T) seem to be smooth.

But when we consider the curves “dη/dT—temperature”, we can see oscillations
within a certain temperature interval (see insets of Figs. 6.5 and 6.6). The oscil-
lations are evident when we compare these curves with the curves from the
Arrhenius equation (in dη/dT—T coordinates):

η= η0 exp Q ̸RTð Þ ð6:7Þ

where η0 is a constant; Q is the activation energy of viscous flow and R is the ideal
gas constant (see insets of Figs. 6.5 and 6.6). The parameters η0 = 0.6 mPas and
Q = 5.915 kJ ⋅ mol−1 for Pb44Bi56 and η0 = 0.55 mPas and Q = 5.912 kJ ⋅
mol−1 for Pb26.1Sn73.9 were obtained from the experimental data ln(η0) = f(1/T). It
should be noted that similar oscillations were described earlier [33]. It is suggested
that the oscillations are connected with the metastable quasieutectic structure
remaining in some temperature range in the liquid state.

As reported in [31], such a quasieutectic structure remaining above the liquidus
line may be a microemultion (microsuspension) of dispersed small particles, which
are enriched in one component and distributed in a liquid matrix of a second
component. As the densities of the components are different, a precipitation of the
particles occurs. But this precipitation cannot be complete because of the Brownian
motion. As a result, the uneven distribution of particles is set with height of the
melt.

The conductivity of all the melts investigated decreases with heating (Figs. 6.7–
6.12). The σ(T) results for the eutectics Pb26.1Sn73.9 and Pb83Mg17 agree with data

Fig. 6.5 Temperature
dependence of the viscosity of
Pb26.1Sn73.9 liquid alloy [5]
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Fig. 6.6 Temperature
dependence of the viscosity of
Pb44Bi56 liquid alloy [5]

Fig. 6.7 Temperature
dependence of the electrical
conductivity of the
Pb26.1Sn73.9 liquid alloy [5]

Fig. 6.8 Temperature
dependence of the electrical
conductivity of the Pb44Bi56
liquid alloy [5]
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published in [4] for a limited temperature interval in the liquid state Tm + (100–
200 K), as well as in [40]. Nevertheless, extending the temperature range and
looking thoroughly into the electrical conductivity behavior, we observed some
singularities on the σ(T) dependencies, contrary to our expectation. As in case of
viscosity, the deviations from the smooth lines are more visible on the dσ/dT = f
(T) dependencies (see results in Figs. 6.7 and 6.12). The temperature range of
significant dσ/dT changes is peculiar for each system and composition, namely,
from 600 to 1000 K for the Pb26.1Sn73.9 (Fig. 6.7), from 600 to 900 K for Pb44Bi56
(Fig. 6.8), from 550 to 950 K for the Bi46Pb29Sn25 eutectic (Fig. 6.9), from 750 to
1020 K for Pb83Mg17 (Fig. 6.10), from 550 to 1000 K for the Pb50Bi50 melt
(Fig. 6.11) and from 580 to 950 K for the Pb85Au15 (Fig. 6.12).

A hysteresis in the course of heating-cooling processes was observed for the
Pb26.1Sn73.9 and also for Pb50Bi50 near-eutectic liquid alloys. In case of Pb50Bi50
the hysteresis is more evident. It should be noted that the electrical conductivity of

Fig. 6.9 Temperature
dependence of the electrical
conductivity of the
Bi46Pb29Sn25 liquid alloy [5]

Fig. 6.10 Temperature
dependence of the electrical
conductivity of the Pb83Mg17
liquid alloy [5]
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the Pb50Bi50 melt presented in Fig. 6.11 was determined throughout the height of
the sample. These measurements were performed in order to examine a supposed
inhomogeneous particle distribution throughout the sample. The sample in the
vertical crucible has been divided by potential electrodes into two imaginary zones.
As seen from Fig. 6.11, a difference between the electrical conductivity values for
the upper and lower zones upon heating between 750 and 1000 K confirmed that
structural units are inhomogeneous distributed in the melt throughout the height.
Beginning from about 1000 K this difference disappeared and was not observed in

Fig. 6.11 Temperature
dependence of the electrical
conductivity of the liquid
Pb50Bi50 alloy [5]

Fig. 6.12 Temperature
dependence of the electrical
conductivity of the Pb85Au15
liquid alloy [6]
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course of cooling. The revealed peculiarities confirm a permanent rearrangement of
the melt structure.

The temperature dependencies of viscosity for In–Bi and In–Sb liquid alloys are
presented in Figs. 6.13 and 6.14. The viscosity decreases exponentially with

Fig. 6.13 Temperature
dependence of the viscosity of
liquid In87Bi13 (a), In66Bi34
(b) and In77Bi23 (c) alloys
[43]
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increasing temperature. Viscosity of In–Bi system revealed a deviation from the
Arrhenius-like dependence with a local maximum at temperature about 450 K for
the In87Bi13 alloy (Fig. 6.13a) and 500 K for the In66Bi34 alloy (Fig. 6.13b). For the
eutectic melt a deviation from the exponential curve is less as compared to others

Fig. 6.14 Temperature
dependence of the viscosity of
liquid In60Sb40 (a), In40Sb60
(b) and In50Sb50 (c) alloys
[43]
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alloys (Fig. 6.13c). An analysis of dη/dT (at the upper right hand corner) revealed
that the hard sphere model can be applied only in the high temperature region. The
experimental dη/dT data for the melts with a content of In between 87 and 66 at. %
revealed large oscillations up to 500 K.

The experimental viscosity data of liquid In–Sb alloys showed the most rapid
decrease in values for the alloy containing 40 at. % Sb (Fig. 6.14). According to the
phase diagram of the In–Sb system, the liquidus curve in the region of the equia-
tomic concentration is rather flat, assuming significant changes of concentration in
the liquid during solidification because of different concentrations of the solid and
liquid phases. It is suggested that the component redistribution begins in the liquid
phase before solidification. These suggestions are in a good agreement with pre-
sented dη/dT = f(T) dependencies in Fig. 6.14. A negligible viscosity decrease in
the liquid InSb alloy can be explained by significant InSb–like chemical ordering
whereby the contents of In and Sb are close in the liquid and solid states. A part of
the chemically ordered InSb atomic groups dissociates during melting afterwards.

According to the model reported in [32], eutectic systems in the liquid state have
regions of different thermodynamic stability. Similar to systems with a miscibility
gap in the liquid state, these regions are determined by the lines of bimodal (B) and
spinodal (S) (Fig. 6.13). But in contrast to the immiscible systems, they do not
reveal evident phase separation. In the eutectic systems these regions can be con-
sidered as anomalous fluctuations of concentration, which manifest themselves as a
deviation of physical characteristics from the predicted behavior. In this case we
can speak about a peculiar kind of micro segregation.

After melting a sample is still chemically heterogeneous, and its quasieutectic
structure remains. A gradient of concentration is set throughout the sample height.
We assume that reversible changes in sample composition as well as of the particle
sizes are possible in some interval where temperature dependence of electrical
conductivity is linear, i.e., a slope of dσ/dT is constant. The particles and a matrix
are in the metastable equilibrium. At temperature, where a kink on the σ(T) curve or
a sharp dσ/dT increase occur, the particle dissolution starts. Because of the inter-
facial tension the process slows down, therefore a melt can remain in the micro-
heterogeneous state even at high temperatures.

A method allowing to determine the area of the of microheterogeneous stability
in the liquid eutectic alloys was described in [32]. This method used suggestions
reported in [41] and is based on extrapolation of the curves of the limited solubility
of the components in the solid state to the over liquidus region. According to [32],
the line of spinodal is a border line for stability of the homogeneous melt and has a
maximum, corresponding to the temperature 2Te.

But the electrical conductivity data for investigated liquid alloys show that this
value can be exceeded. The absence of kinks on the “conductivity-temperature”
curves and a weak dependence of dσ/dT on temperature suggest higher charac-
teristic values then 2Te for each system (Table 6.1).

The 2Te value for the Pb26.1Sn73.9 eutectic is about 916 K; 796 K for the
Pb44Bi56, and approx. 738 K for the Bi46Pb29Sn25. According to experimental
results, the temperatures corresponding to transition to the stable state were
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determined as 1350 K for Pb26.1Sn73.9, 900 K for Pb44Bi56, and 1150 K for the
Bi46Pb29Sn25.

It is suggested that the binodal line (B) constrains the region of the metastable
(M) quasieutectic structure of the melt but not of the unstable structure
(U) (Fig. 6.15). Location of the bimodal line is considerably higher than positions
of the curves of the limited solubility, which are extrapolated to the liquid phase. It
is possible that the lower points of the binodal coincide with the points located at
the crossing of these curves and the eutectic horizontal. A fast transition through the
temperature range between the curve of limiting solubility and the liquidus inhibits
homogenisation of the solid phase, and some heterogeneities remain in the melt.
Further increase of temperature results in rapprochement of compositions of the
particle and the surrounding melt. These compositions become the same at the
maximum point of the binodal and the metastable state of the microemulsion further
is not be possible. But it is supposed that similar state can remain for a long time
under the non-equilibrium conditions also at higher temperatures.

Table 6.1 Characteristic temperatures and intervals of anomalous behavior of the electrical
conductivity for investigated melts

Alloy Te, (K) Range of anomalies
(K)

2Te, (K) Transition to the stable
state (K)

Pb73.9Sn26.1 456 600–1000 912 1350
Pb44Bi56 398 600–900 796 900
Pb50Bi50 423

(TL)
550–1000 846 (2TL) 1025

Bi46Pb29Sn25 96 550–950 738 1150
Pb83Mg17 522 750–1020 1044 1130
Bi43Sn57 412 824 580
Pb85Au15 971 580–960 971 1000

Fig. 6.15 Areas of
thermodynamic stability in
the eutectic system.
M indicate a metastable state,
U indicate a unstable state [5]
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6.6 Fluctuations of Concentration and Mole Fractions
of Associates

The composition dependence of the concentration fluctuations, Scc(0), was calcu-
lated for liquid In–Bi and In–Sb alloys using experimental results of the viscosity,
Sηcc 0ð Þ, and literature data of the molar enthalpy of mixing, SΔHcc 0ð Þ. The obtained
results were compared with ideal values, Scc 0ð Þid = ∑i ci. As shown in Figs. 6.16
and 6.17, the calculated values of the concentration fluctuations indicate a tendency
to preferred interactions between unlike kind atoms, which leads to microhetero-
geneous structure and concentration fluctuations both in structure units with a
short-range order and in the matrix with a random distribution of atoms.

Fig. 6.16 Concentration
fluctuations of liquid In–Bi
alloys at 900 K [45]

Fig. 6.17 Concentration
fluctuations of liquid In–Sb
alloys at 900 K [45]
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To confirm the fluctuations of concentration, the mole fractions of the associates
InBi and In2Bi as well as InSb and In3Sb in the liquid state for In–Bi and In–Sb
systems, respectively, were calculated using the association model (Figs. 6.18 and
6.19).

In order to explain the viscosity results for liquid In–Bi and In–Sb systems it was
suggested that the alloys of these rather complicated eutectic systems, where one of
the components is In2Bi or InSb chemical compounds, respectively, consist in the
liquid state of two structural units, namely, the self-associated pure elements and the
chemically ordered In2Bi- and InSb-like atomic groups. The changes of the
structure and the composition with temperature are accompanied by concentration
fluctuations in these systems.

Fig. 6.18 mol fraction of
InBi and In2Bi associates in
liquid In–Bi alloys at 900 K
[44]

Fig. 6.19 mol fraction of
InSb and In3Sb associates in
liquid In–Sb alloys at 900 K
[43]
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6.7 Conclusions

Unusual behavior of structure-sensitive properties of the eutectic systems in a
melting-solidification range confirmed that melting and solidification of metal
alloys are not the reversible processes. In contrast to a pure metal, where melting is
accompanied by destruction of the crystalline lattice, transition to the liquid state in
the alloy, which is a system of several components, is followed by solving of more
refractory elements in the liquid. Under such circumstances, the melting continues
in a certain temperature range. The undercooling of the melts with compositions
shifted oppositely with respect to the eutectic one occurs at different temperatures.

The anomalies of structure-sensitive properties in the eutectic melts confirmed an
existence of the areas in the liquid state with different thermodynamic stability.
These areas can be considered as anomalous fluctuations of concentration, which
manifest themselves as a deviation of physical characteristics from the predicted
behavior. The influence of heat treatment of the molten metallic alloy on the
structure and properties of a final material within the specific working temperature
range becomes significant in this connection.
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Chapter 7
Influence of the Nature of Counterions
and Solvent on the Structure of PSS
Solutions

Georgiy Smolyakov, Jean-Marie Catala, Nataliya Kutsevol
and Michel Rawiso

Abstract We have studied by Small Angle X-ray Scattering (SAXS) semidilute
solutions of the acid H+- and salt Na+-forms of polystyrene sulfonate (PSS) in
water and organic solvents: DMSO and ethanol. The solutions in water were pre-
pared without and with specific added low-molecular-weight electrolytes: NaCl,
1-ethyl-3-methylimidazolium tosylate and tosylic acid, or p-toluenesulfonic acid.
We have shown that the Na+–H+ counterion exchange influences the effective
charge fraction of the PSS macroions and hence their average conformation in
water. However, the added low-molecular-weight electrolytes have none distinct
effect on the SAXS profile of the acid form polystyrene sulfonate (PSSH) aqueous
solutions. We conclude that, contrarily to the valence, the chemical nature of
low-molecular-weight cations does not determine their condensation on macroan-
ions. By using different solvents we can change the polyelectrolyte behavior, or
structure. In particular for PSS, the replacement of water by the organic solvents
DMSO and ethanol led to the appearance of a solvophobic effect.
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7.1 Introduction

Strong polyelectrolytes (PE) exist in water and polar organic solvents in dissociated
form, i.e. macroions plus counterions [1–8]. When dissolved in a good solvent
(solvophilic PE), their properties are more complex than those of neutral macro-
molecules mainly because electrostatic interactions are long-ranged (possibly
screened by adding salts or Low-Molecular-Weight Electrolytes, LMWE). In a poor
solvent (solvophobic PE), the complexity results from the competition between the
long-range electrostatic repulsions and the short-range attractions associated with
the poor solubility. In both cases, other degrees of freedom are brought by coun-
terions that also play a crucial role with respect to interactions. Increasing attention
has been paid to these charged polymers in aqueous solutions. However, the
understanding of their properties is far from complete.

Various fundamental issues have been yet addressed in the science field of PE.
Some of them remain the focus of an active research [9]. Among them, there is the
problem of the interactions between macroions and counterions and the resulting
counterion distribution. Specifically, it is well known that different small counter-
and co-ions may result in different overall behaviors of PE, even when their
valences are the same [10]. Although several aspects of ion-specific interactions
have been understood, [11] we are still far from a satisfactorily simple model to
explain the experimental data.

In the high coupling limit, counterions are only partially condensed on macro-
ions, so the latter are charged. The effective charge fraction of macroions can be
determined by different methods, among which are viscosimetry, osmotic pressure
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measurements, electrophoresis, NMR etc. [12]. Small Angle X-ray Scattering
(SAXS) can be used for this purpose as well [13]. The effective charge fraction
leads to mutual electrostatic repulsions between macroions and correlations in their
monomer positions in solution. Such correlations can be investigated by the small
angle scattering methods, providing typical scattering profile I(q) versus q (where I
(q) is the scattered intensity; q, the modulus of the scattering vector depending on
the wavelength of the X-ray incident beam λ and the scattering angle θ, q = (4π/λ)
*sin(θ/2)). In this profile, the correlations cause the appearance of a broad maxi-
mum, the so-called polyelectrolyte peak, for some scattering vector q* [14–17]. In
particular, the shift with concentration of this polyelectrolyte peak is a signature of
the various concentration regimes. In the framework of the isotropic model, we
have for highly charged polyelectrolytes in good solvent: q* ∼ c1/3, in the dilute
regime; q* ∼ c1/2, in the semidilute regime [4, 8]. By adding some
low-molecular-weight electrolyte (LMWE), the electrostatic repulsions between
macroions are screened and the polyelectrolyte peak as well is eliminated [18–20].

Polystyrene sulfonate (PSS), or poly(styrene-4-sulfonic acid), is a classical
example of a strong polyelectrolyte. Water solutions of its salt forms with different
metal and organic cations were studied by SAXS before [21]. Both LMWE-free
solutions and the ones with different added LMWE were considered. The mono-
valent counterions involved in most of previous studies, were able only to display
usual electrostatic interactions with macroions. Thus, the counterion condensation
could be described according to the Manning-Oosawa approach [22, 23]. But this is
not always the case [24]. On the other hand, as was observed by Hofmeister, each
counterion could have own effect on polyelectrolyte behavior in a solution due to
specific interactions with macroions [25]. Such interactions depend on the nature of
counterions and can play a significant role.

This study aims at investigating the structure of PSS aqueous solutions without
and with added LMWE, in which the macroion-counterion total interaction has
several contributions. In addition to the usual electrostatic interaction, some specific
interactions can be present. The latter can include H-bonding, dipole-dipole, aro-
matic π-π and aliphatic van der Waals contributions [26]. To achieve that, we have
first used PSS in acid form (further PSS means the acid form, if another is not
pointed) with protons as counterions. H+ is very small and therefore has a very high
charge density. Also, it does not contain electrons. This allows it to come very close
to electronegative atoms and even penetrate in their electronic layers, thus
increasing the electrostatic interaction, as well as providing H-bonding. For aqueous
solutions in the presence of added LMWE, we used NaCl and two other specific
LMWE:

• Tosylic acid (H-Tos), or p-Toluenesulfonic acid.
• 1-ethyl-3-methylimidazolium tosylate (EMIM-Tos), an organic low-melting salt

(ionic liquid) (Fig. 7.1).

This organic salt in the liquid state has cations EMIM+, theoretically able to
display all above-mentioned types of interaction with PSS-units.
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As we have a third component in our systems, the solvent, the interaction of
counterions with it also should be taken into account [27]. Changing the nature of
counterions, the PSS effective charge could be modified in this indirect way too.

To study the influence of different counterions on the position of the polyelec-
trolyte peak, q*, we have compared the scattering behaviors of PSS with Na+ and
H+ counterions in LMWE-free aqueous solutions, and specifically studied the c-
dependence of q* for the acid form. On the other hand, for aqueous solutions with
added LMWE, we explored the efficiency of different LMWE to eliminate the
polyelectrolyte peak.

Organic solvents could have significant potential with respect to polyelec-
trolytes, although a number of publications in this area remains rather limited [1, 28,
29]. Along their usual advantages, making them commonly used in different fields
of chemistry, they are rather various. Thus, one can choose a solvent with suitable
polarity and particular chemical structure to influence its interaction with a given
polyelectrolyte and the structure of the latter in the solution.

PSS in organic solvents were not yet well studied due to insolubility of the most
its salts in this type of solvents. Nevertheless, we should pay particular attention to
the article [30]. The authors consider Na+-salt form of partially sulfonated poly-
styrene in DMSO. They prove, that this polyelectrolyte does not display solvo-
phobic effects in this organic solvent, like it does in water. But, they couldn’t
achieve the complete solubilization of the related Na+-salt form of the fully sul-
fonated PSS in DMSO.

We have found that the acid form of fully sulfonated PSS is soluble in some
organic solvents, which are polar and able to form hydrogen bonds. DMSO and
ethanol are among them. PSS solutions in DMSO and ethanol were investigated at
different concentrations in order to study the c-dependence of q* and conclude
about the PSS solvophilic or solvophobic character in these solvents.

7.2 Materials and Methods

Two PSS linear polyelectrolytes were obtained by sulfonation of their parent
polystyrene (PS) neutral polymers. Thus, PS chains with a narrow molecular weight
distribution were sulfonated according to the Makowski et al. procedure [31–34].
After neutralization with sodium hydroxide (NaOH), allowing to break sulfone

Fig. 7.1 Chemical structure
of the EMIM-Tos ionic liquid
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bridges, NaPSS polyelectrolytes were purified by extended dialysis against pure
water. A titration with hydrogen chloride (HCl) was then carried out to obtain the
PSS acid form. After a second dialysis against pure water and freeze-drying, PSS in
white powder form was obtained. This powder was kept away from light under
argon.

Size Exclusion Chromatography (SEC) analyzed PSS samples. Their critical
overlap concentrations in salt-free aqueous solutions, c*, were then evaluated from
the degree of polymerization N-dependence of c* (c* ∼ N−2 scaling law) reported
in reference [35]. The degrees of polymerization were deduced from the weight
average molecular weights, MW, obtained by SEC. The main characteristics are
summarized in Table 7.1.

The degree of sulfonation, determined by NMR as well as elemental analysis,
was higher than 95% for both PSS samples.

PSS2 was considered only for the PSS solutions in ethanol. For all other sol-
vents, PSS1 was used. Actually, the difference in Mw-values has none importance,
as we have always worked in the semidilute regime (c > c*) where q* does not
depend on Mw. For simplicity we will call further both samples PSS.

NMR controlled the purity of the polyelectrolytes. From thermal gravimetric
analysis (TGA), the weight fraction of water content in the PSS powder appeared
equal to 15 wt%. But, PSS quickly absorbs the water from air until 22 wt% of H2O.
So prior to weight the PSS powder in order to prepare any solution, we waited
30 min to saturate it by water. The water content in PSS powder was then taken into
account to evaluate the correct concentration of PSS in related solutions.

NaCl, H-Tos and EMIM-Tos LMWE, as well as DMSO and ethanol were
purchased from Sigma-Aldrich.

SAXS experiments were carried out by using a diffractometer developed by
Molecular Metrology, INC (Elexience in France). This diffractometer operates with
a pinhole collimation of the beam and a two-dimensional gas-filled multiwire
detector. A monochromatic (λ = 1.54 Å with Δλ/λ < 4%) and focused X-ray beam
is obtained through a multilayer optic designed and fabricated by Osmic, Inc. The
size of the incident beam on the sample was 200 μm. The sample-detector distance
was set at 1.5 m. This configuration allows performing measurements in the q-
range 0.02 < q < 0.16 Å−1. The solutions were held in calibrated mica cells of
1 mm thickness from Teflon Kel-F, avoiding multiple scattering. The scattering
data were treated according to a standard procedure for isotropic small angle X-ray
scattering. The corrections of the geometrical factors and the detector cells effi-
ciency were carried out with the use of a 55Fe source. After radial averaging, the
spectra were corrected for electronic noise of the detector, empty cell, absorption
and sample thickness. A silver Behenate sample allowed the q-calibration, while the

Table 7.1 Characteristics of
PSS samples

Sample Mw (g/mol) I = Mw/Mn c* (mol/L)

PSS1 1.43*105 1.06 2.4*10−3

PSS2 3.4*104 1.09 4.4*10−2
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normalization to the unit incident flux was performed using Lupolen, or water, as
standard sample. Finally, the scattering of the solvent was subtracted to obtain the
scattered intensities, I(q) (cm−1), associated with polyelectrolytes.

The contrast length and contrast values of the various elementary
scatterer–solvent pairs, which are useful in this SAXS study, are listed in Table 7.2.

7.3 Results and Discussion

Influence of the nature of counterions on the effective charge fraction of PSS
macroions in aqueous solutions.

For LMWE-free semidilute aqueous solutions of hydrophilic polyelectrolytes, we
have from the scaling approach in the framework of the isotropic model [4, 8, 36]:

q* = 2πf 2 ̸7
eff lB ̸bð Þ1 ̸7 bcð Þ1 ̸2 ð7:1Þ

feff is the effective charge fraction of the macroions; lB, the Bjerrum length, 7.14 Å
in water at room temperature; b, the monomer size or contour length, 2.56 Å for
PSS; c, the PE concentration (mol/L).

Thus, q* scales like q* ∼ f 2 ̸7
eff . In its turn feff depends on the counterion con-

densation. In order to see the difference between counterions, we have studied
LMWE-free aqueous solutions of PSS in acid and salt forms. The first form has
protons as counterions, which have the smallest size, or ionic radius, and the highest
charge density among all cations. In the second form, we have cations of the typical
alkali metal, sodium (Na+). The SAXS profiles of the related solutions for
c = 0.22 M are shown in Fig. 7.2.

The profiles are distinct and specifically exhibit a polyelectrolyte peak at distinct
positions. Thus, q*acid < q*salt, in agreement with some previous SANS results
[37]. Actually, q* should decrease from acid to salt form of PSS due to the effect of
the form factor on the position of q* measured from the total scattering function
[38]. Since for the acid form we measure the macroion partial scattering function
only, and for the salt one both macroion and counterion partial scattering functions
are measured, q*acid must be higher, than q*salt. This is not the case, so the dif-
ference in q* cannot be attributed to any effect of the form factor. Moreover, in this
q-range there is no longer influence of large heterogeneities, i.e. the upturns that
take place at smaller q-values. So, the difference in q* for acid and salt forms of
PSS can only result from the change in the effective charge fraction feff of respective

Table 7.2 X-ray contrast lengths, K, and contrasts, K2

PSS−/
H2O

Na+, 5 H2O/H2O EMIM+/
H2O

PSS−/DMS
O

PSS−/
ethanol

K (10−12 cm) 9.40 5.46 −1.15 8.20 12.86
K2 (10−24 cm2) 88.34 29.82 1.33 67.17 165.32
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macroions. Indeed, lB as well as c are identical for both acid and salt forms of PSS.
Therefore, observed q*-shift should be related to the difference in the effective
charge fraction of PSS macroions. We have (feff)acid < (feff)salt and this is due to a
stronger tendency of H+ counterions to condense in comparison with Na+ ones,
which should be primarily due to a stronger interaction with PSS anion units.

The significant change in the amplitude of the scattered intensity from the acid
form of PSS to the salt one results from the fact that the scattered intensity for the
acid form is mainly related to the macroion partial scattering function:

IðqÞ ≈K2
mSmmðqÞ ð7:2Þ

whereas the one for the salt form involves the macroion and counterion partial
scattering functions as well as a possible cross term:

IðqÞ=K2
mSmmðqÞ+K2

c SccðqÞ+2KmKcSmcðqÞ ð7:3Þ

In these equations m refers to macroions (monomers of macroions); c, to
counterions; Km and Kc, to their respective contrast lengths (Table 7.2).

Thus, the condensed Na+ counterions are responsible for the large increase in the
scattered intensity from the PSSNa solution described by (7.3) with respect to that
from the PSSH solution rather described by (7.2). Moreover, we note that the
scattered intensity from the PSSNa solution decreases more strongly than the one
from the PSSH solution at high q-values (q > 0.13 Å−1). That is related to the form
factor of the condensed Na+ counterions.

For hydrophilic macroions, q* ∼ c1/2, [15, 36] but the counterion contribution to
the scattered intensity can change this apparent c-dependence for polyelectrolyte
solutions [38].
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In order to study the influence of protons on the total scattering function, we
have explored the change in the scattering function and specifically in the position
of the polyelectrolyte peak q* according to the concentration c for the acid form of
PSS. The scattering profiles are shown in Fig. 7.3a.

The results demonstrate, that for LMWE-free PSS solutions in water q* scales
like c1/2, as well as in the case of the salt form (with Na+ or N(CH3)4

+ counterions)
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of deuterated PSS (PSSD) in H2O through small-angle neutron scattering (SANS)
[16, 38] (Fig. 7.3b). So, protons don’t really contribute to the total scattering
function, and that should be explained by their unique feature: absence of electron.
Thus, they don’t scatter X-rays, and don’t really change the molar volume (and the
scattering length density) of macroion units, when condensed. In SANS experiment
for above described system, the contribution of Na+- and N+(CH3)4-counterions to
the total scattering function is negligible too, and we are only concerned with the
macroion scattering function (7.2).

The values of feff for PSS in acid and salt forms were determined from c-
dependence of q*. We have (feff)acid = 0.27 and (feff)salt = 0.36, respectively. So,
there is a decrease in feff for the stronger condensed counterions.

The aqueous solutions of PSS in presence of different low-molecular-weight
electrolytes were also studied. Three monovalent LMWE were considered:
EMIM-Tos, H-Tos and NaCl. The corresponding scattering profiles measured for
cPSS = cLMWE = 0.22 M are shown in Fig. 7.4. They are compared with the
LMWE-free aqueous solutions of PSS at the same concentration. The SAXS pro-
files of the PSS solutions in the presence of added LMWE do no longer display any
polyelectrolyte peak and are superimposed inside the small experimental uncer-
tainties (SAXS measurements and concentrations). Thus, the nature of the added
monovalent LMWE does not play a role, leading to none particular effect. Indeed,
the EMIM+ and Na+ cations don’t replace the H+ condensed counterions and the
effective charge fraction of the PSS macroions does not change. Correlatively, the
ionic strength of the solutions is the same whatever the nature of the added
monovalent LMWE.

Another observation from these SAXS profiles is that the latter are completely
superimposed at the highest explored q-values, where the intermolecular
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correlations are negligible. So, there is no more difference in the contrast length that
could suggest any condensation of the EMIM+ and Na+ counterions.

To make more detailed comparison of the most interesting LMWE, EMIM-Tos
and H-Tos, we have investigated the LMWE-concentration dependence of the
scattered intensity. The results are presented in Fig. 7.5.

Again there is none significant differences in between the SAXS profiles asso-
ciated with the same LMWE-concentration inside the experimental uncertainties.
Thus, the EMIM+ cations don’t lead to any higher degree of condensation, asso-
ciated with a smaller ionic strength of the solutions, than the H+ ones. Yet, we
could expect a stronger tendency of the EMIM+ cations to condensate due to a
higher interaction with the PSS macroion units, resulting from several contribu-
tions. Indeed, the complex chemical structures of both EMIM+ counterions and PSS
macroion units were chosen in a way to achieve an efficient interaction. Moreover,
the EMIM+ cations are partially hydrophobic, so their interaction with water should
be weaker, causing a higher degree of counterion condensation.

From these experiments we conclude that the chemical nature of the monovalent
low-molecular-weight cations don’t play a role in their condensation onto
macroanions.

Influence of the solvent nature on the structure of LME-free PSS solutions.
The nature of the solvent is another important factor, which can influence the PE

behavior, or structure, in solution.
As was mentioned, for solvophilic macroions we have q* ∼ c1/2. The exponent

of this scaling law is therefore n = ½. But, provided some solvophobic effects
appear, experiments show n < ½ [28, 30, 32, 33, 39, 40].

We have carried out a study of q* versus c for PSS solutions in two classical
organic solvents, DMSO and ethanol (EtOH). In this way, we could determine the
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real q*-values for PSS in these solvents and characterize the PSS behavior, or
structure, in these solvents. Some other solvents were tested to achieve PSS solu-
bility in them. In particular the next ones were taken for this purpose: acetone,
acetonitrile, ethyl acetate, toluene. But, none of them solubilized PSS.

Solutions of PSS in DMSO at four different concentrations in the semidilute
regime were studied by SAXS. Due to a presence of the relatively heavy S atom in
high content in the solvent, the absorption of X-rays was quite high. Thus, to obtain
a scattering profile with a sufficiently good statistics, a long time of scanning was
required. The scattering curves are shown in Fig. 7.6a, and the resulting q* versus
c dependence is presented in Fig. 7.6b.

Similarly, PSS solutions at four different concentrations were studied in ethanol.
The SAXS profiles of these solutions are in Fig. 7.6a and the related q* versus
c dependence in Fig. 7.6b.

An interesting point related to the PSS solutions in ethanol is a quick disap-
pearance of upturns at small q-values. Thus, we can perform SAXS measurements
for these solutions without waiting a long time after their preparation and explore
more easily the region of small q-values, which is no longer disturbed by upturns.
The reason of this phenomenon could be a lower viscosity of the PSS solutions in
ethanol in comparison with the corresponding ones in water and DMSO.

From q* versus c dependences the values of the exponent n were obtained.
n = 0.40 in DMSO and n = 0.38 in ethanol. For both solvents considered, n < ½.
Thus, PSS has a partially solvophobic character in these organic solvents.

In Fig. 7.7 we summarize the q* versus c dependences determined from the
studied systems for convenient comparison. Except the real systems two other ones
are considered, which are PSS solutions in hypothetical solvents S1 and S2. For
these solvents we have the next conditions: εS1 = εDMSO, εS2 = εethanol, and in both
S1 and S2 PSS behaves like a solvophilic polyelectrolyte. So going from water to
S1 and S2 we only change the q* values through the solvent polarity, maintaining
the same type of PSS behavior, or solvophilic character. In this case, using (7.1) and
taking into account that feff = b/lb, we have:

q* = (b ̸lb)2 ̸7(lB ̸b)1 ̸7(bc)1 ̸2

and thus q* = (b ̸lb)1 ̸7(bc)1 ̸2

Using lB = e2 ̸4πεoεkT , we obtain:

q* = (4πεoεkT ̸e2)1 ̸2b9 ̸14c1 ̸2 ð7:4Þ

So, we have q* ∼ ε1/7. Thus, varying ε of the solvent, we obtained q* versus
c dependences for PSS in S1 and S2. As one can see, the q*-values in these solvents
are much higher than the ones in DMSO and ethanol.

From this comparison we demonstrate the solvophobic character of PSS in
DMSO and ethanol. The solvophobic effect leads not only to a decrease in the
exponent of the scaling law q* ∼ c1/2, but to a decrease in the q*-values as well.

7 Influence of the Nature of Counterions and Solvent … 143



So, DMSO and ethanol solubilize the acid form of fully sulfonated PSS, but the
behavior of the latter in these solvents is rather solvophobic, showing n < ½. q*-
values of PSS in DMSO and ethanol are strongly reduced with respect to the ones in
the aqueous solutions. That is due to the lower polarity of the used organic solvents
and to the solvophobic effect as well.
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7.4 Conclusions

The present work gives new insight about the influence of counterions and solvent
natures on the average structure of polyelectrolytes in semidilute solutions.

It was shown, that PSS in acid form has a lower effective charge and therefore a
less extended average conformation with respect to the salt form with Na+ coun-
terions. This should be due to much smaller size and higher charge density of the H+

counterions, which promote a stronger interaction with PSS macroanions and a
higher degree of counterion condensation. This acid form of PSS shows a q* ∼ c1/2

scaling law, which is attributed to the hydrophilic character of the PSS macroions
and an almost full invisibility of condensed protons in SAXS measurements and thus
a negligible contribution to the SAXS total scattering function of the partial one
associated with counterions, Scc(q). In the case of added monovalent LMWE, the
latter have none effect depending on the nature of the LMW cations. Whatever the
LMWE, EMIM-Tos, H-Tos or NaCl, the counterion condensation is the same. The
special position of EMIM+ with respect to inorganic cations is due to its ability to
display different types of interaction with the PSS units (H-bonding, dipole-dipole,
aromatic π-π and aliphatic van der Waals interactions) and to its partially
hydrophobic character. Detailed comparison of the influence of EMIM-Tos and
H-Tos on polyelectrolyte average conformation showed that, at all cLMWE investi-
gated, there is no drastic change. So, the specific nature of the monovalent cations
and their interactions with macroion units and the solvent don’t really play a role.

Concerning the solvent nature, we have shown that using organic solvents
DMSO and ethanol instead of water we observe solvophobic effects in PSS
behavior, or structure, in the solutions. The n-values in the q* ∼ cn dependences
were n < ½ for both DMSO and ethanol, and the q*-values were much lower than
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in the aqueous solutions. The changes in the q*-values don’t follow universal
electrostatic relations, as PSS behaves in different manner in organic and aqueous
solutions.
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Chapter 8
Magnetic Fluids and Their Complex
Systems
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Lucia Balejcikova, Natalia Tomasovicova, Michal Rajnak
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Abstract The presented chapter provides an overview of selected magnetic
nanoparticle systems (magnetic fluids, magnetosomes, magnetoferritin and liquid
crystals doped with magnetic particles) as the unique materials with potential uti-
lization in the field of biological and biomedical applications as well as in the field
of technology. The main idea for magnetic nanoparticles incorporating is the
improvement of material properties and to achieve better conditions for a wide
range of scientific disciplines such as magnetic hyperthermia, drug delivery,
magneto-optics, power engineering and others.
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8.1 Introduction

Although magnetic nanoparticles (MNPs) have been studied for a few decades, they
are still the object of an unceasing scientific interest. Their unique size and other
physicochemical properties offer new opportunities and innovation possibilities in
the design in a wide range of systems with improved specific properties. Amongst
the magnetic nanoparticles used in a variety of applications, iron oxides particles—
magnetite and maghemite are the most common [1]. These MNPs can act as pre-
cursors for synthesis of magnetic fluids (MFs) or can be used in other magnetic
complex systems. The applications of various magnetic CSs in medicine and
technology are today not just at the stage of visions. Nowadays, they are known the
first real in vivo medical experiments and technical applications. Dr. A. Jordan has
shown improvements in survival times of patients by using aminosilane-coated
magnetite nanoparticles in drug delivery with subsequent hyperthermic treatment
[2]. Among technological applications, dynamic sealing, heat dissipation, damping
and many others can be mentioned [3]. In this chapter, different MNPs systems
studies in the context of their biomedical and technical application are presented.

8.2 Magnetic Particle Systems for Bio-applications

8.2.1 MFs—Preparation, Functionalization,
Characterization and Nanoencapsulation

8.2.1.1 Preparation of MFs

A big effort is addressed to develop MNPs for biotechnologies and medicine,
especially for targeted drug delivery. For this purpose, the minimum toxicity,
bio-compatibility and stability of MNPs in biological fluids is critical. In this
section we shall look at magnetite nanoparticles (MNPs) that were precipitated from
water solution of ferric and ferrous salts using ammonium hydroxide, washed by
magnetic decantation, and then sodium oleate (SO) was applied as a surfactant in
order to prevent MNPs agglomeration. The routine physicochemical characteriza-
tion of the prepared MFs was carried out by the standard methods, such as magnetic
measurements, scanning electron microscopy (SEM), dynamic light scattering
(DLS) and infrared spectroscopy (FTIR). The FTIR spectra showed chemical bond
linking SO molecules to MNPs. Superparamagnetic behavior of MNPs was proved
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Faculty of Electrical Engineering and Informatics, Technical University of Košice,
Letná 9, 04200 Košice, Slovakia
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by magnetic measurements. Knowing the particle size is considered to be one of the
basic preconditions if it is to be used effectively in biomedicine, which made us
focus on study of particle-size distribution of MNPs. Four different methods were
used to specify the value of size and size distribution of the MNPs: SEM, DLS,
Differential Centrifugal Sedimentation (DCS) and magnetic measurements. SEM
analysis revealed approximately spherical MNPs with a mean diameter of 67 nm
and with a relatively narrow size distribution. DLS analysis confirmed monodis-
persed MFs with hydrodynamic diameter of 75 nm. The size distribution deter-
mined by DCS using sedimentation velocity analysis resulted in a mean diameter of
69 nm. The magnetic core diameter calculated from magnetization curve was
10.4 nm [4]. The surface and porous properties of magnetite, as an additional
method for the particle size determination, were studied by the method of physical
adsorption of nitrogen performed by NOVA 1200 apparatus (Quantachrome, USA)
at 77 K. Before the measurement, the sample was activated in vacuum at 150 °C
during the 21 h. The experimental data were processed by the BET (Brunauer,
Emmett, Teller) isotherm in the range of relative pressure 0.05–0.2 p/p0 to obtain
the value of specific surface area. The total pore volume Va value was evaluated
from the maximum adsorption at relative pressure close to the saturation pressure.
The pore size distribution was calculated using the BJH (Barret, Joyner, Hallenda)
method from the desorption isotherm.

The measured adsorption/desorption isotherm is presented in Fig. 8.1a. The
hysteresis loop between the adsorption and desorption branch is analogous to type
H1, according to the IUPAC report [5], typical for materials showing a tendency
towards agglomerate formation. In general, the hysteresis loop is associated with
the presence of mesopores (pores with diameter in the range 2–50 nm) in the
studied structure.

Considering the synthetic magnetite is non-porous material, the obtained loop
related with the gas adsorption into the interparticle space in agglomerates. For the
case of spherical, non-porous magnetic particles, the BET surface area is related to
the DBET = 6000/ρ ⋅ SBET, in which SBET is specific surface area in m

2/g and ρ is a
theoretical density in g/cm3 [6]. Good correlation between the mean particle size
from the BET surface area measurement and the average particle size from the

Fig. 8.1 a The adsorption and desorption isotherm of synthetic magnetite. b The pore size
distribution curve of synthetic magnetite
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magnetic measurements was found. Furthermore, the pore size distribution curve of
the magnetite is quite narrow showing the Gaussian character, Fig. 8.1b, pointed at
the presence of pores with diameter in the range from 2 to 10 nm. This fact is in
agreement with the results obtained from the adsorption and desorption isotherms
analyzing. The calculated average pore diameter was 8.2 nm, what also indirectly
corresponded with the average particle size obtained from magnetic measurement.
The agglomerated particles of 10 nm in average could create the mesopore structure
with such distribution. All obtained results are summarized in Table 8.1.

The number of characterization techniques was being successfully used to
determine the particle size of pure magnetite as well as SO coated magnetite. The
obtained results are in good consistency and indicate that the prepared MF fulfils
the conditions for an applicable drug delivery system and can create the bases for
the biocompatible magnetic fluid preparation.

8.2.1.2 Functionalized Magnetic Nanoparticles

Magnetic carriers suitable for clinical applications need to be biocompatible,
meaning that they should not be toxic to the patient. However, after nanoparticles’
injection into the bloodstream, they are rapidly coated by plasma proteins. The
occurring process called opsonization is decisive for response of the body’s defence
system, the reticuloendothelial system (RES). As a result, for the in vivo application
of nanoparticles a surface modification is to consider as to ensure the formation of
non-toxic, biocompatible nanoparticles stable to the RES. Amongst the accessible
biocompatible materials, three that we shall discuss here are polyethylene glycol
(PEG), bovine serum albumin (BSA) and poly-L-lysine (PLL).

PEG is a hydrophilic polymer, able to restrain protein adsorption and, hence,
delay or suppress the opsonization process, thus permitting a longer circulation time
[7]. Polyethylene glycol with the average molecular weights of 400, 1000, 6000 and
20 000 g/mol (referred to as PEG400, PEG1000, PEG6000 and PEG20000) was
selected to enhance the biocompatibility of the synthesized magnetic fluids. The
modified samples were characterized by SEM and DLS to confirm the spherical
shape and the size of nanoparticles. The hydrodynamic diameter was increased after
PEG-modification of the samples. Moreover, the optimal weight ratio PEG/Fe3O4

needed for surface modification of magnetite nanoparticles (MNPs) was found out
by differential scanning calorimetry (DSC), and zeta potential measurements. The
weight ratio, at which maximum of PEG was adsorbed on magnetite nanoparticles,

Table 8.1 Physico-chemical parameters of SO coated magnetic particles

DHYDR (nm) PDI DMAG SBET DBET IS C(Fe3O4) IEP ξ
DLS DCS SEM – (nm) (m2/g) (nm) (emu/g) (mg/mL) – (mV)

75.6 69.4 67 0.135 10.4 124.7 11 28.1 35 3.21 −42
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was determined to be about 4.4 for the MFPEG1000 system, 2.8 for MFPEG6000
and 3.4 for MFPEG20000.

The results agree well with DCS measurements outcomes (see Fig. 8.2) [8, 9].
The existence of peak at weight ratio PEG/Fe3O4 = 4 can be related to presence of
free PEG molecules. The next our aim was to study the biocompatibility of
unmodified and PEG-modified magnetic particles through the fluorescence intensity
measurements after protein adsorption. The nonspecific protein adsorption test
exhibited that the longer polymer chain had higher effect in avoiding protein
adsorption. This feature of the PEG-modified magnetic nanoparticles will be a
benefit for the further in vivo studies [10]. In paper [11], in vitro cytotoxicity of
MFPEG1000 with Mw(PEG) = 1000 g/mol) was investigated. The impact of
MFPEG1000 on B16 mouse melanoma cells growth during 3-day exposition time
was evaluated at three concentrations of Fe3O4 in MFPEG1000: 106, 4.2 and
2.1 mg/ml—and compared with the control B16 cells. After 24 h of treatment at
lower concentrations small inhibition was observed, but 48 h later the lower con-
centrations have not affected the cell growth. The reduced inhibition after 48 h at
the conc. 106 mg/ml was temporary, after 72 h at conc. 106 mg/ml of Fe3O4 in
MFPEG growth inhibition of ca. 50% was reached.

Preparation and characterization of magnetic fluids with embodied bovine serum
albumin (MFBSA) as potential treatment for amyloid related diseases is reported in
[12]. BSA was suggested because it is the most common serum protein. Serum
albumin has a significant function in the transport of a large number of organic
molecules and drugs, which may be delivered to the appropriate cellular targets.
Prepared nanoparticles could be potential drugs for controlling or curing of various
diseases if requirements of biocompatibility, biodegradability and safety issues are
fulfilled. In the mentioned work we have prepared 18 MFBSA samples with defined
w/w BSA/Fe3O4 ratios ranging from 0.005 to 15.0 with a constant magnetite
amount (30 mg/ml). Characterizations of all prepared samples were carried out
using routine techniques such as TEM, SQUID magnetometer and DLS.

Fig. 8.2 Particle size
distributions of
MFPEG20000 with different
PEG amount measured by
DCS
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Fourier-transform infrared spectroscopy (FTIR) and DSC were used to ascertain the
adsorption of BSA on magnetic particles with the stabilizing surfactant. As a wide
range of diseases, including Alzheimer’s and Parkinson’s diseases, diabetes type II,
and others are attributed to the existence of amyloid aggregates in different parts of
the body, in paper [13] the interference of insulin amyloid fibrils with albumin
modified magnetic fluids (MFBSAs) was studied. The destroying ability of
MFBSAs to amyloid fibrils in vitro was proved. It was observed that the depoly-
merizating action of MFBSAs was affected by nanoparticle properties (hydrody-
namic diameter, zeta potential and isoelectric point) influenced by the BSA content
in MFBSAs. As the most active MFBSAs with lower BSA/Fe3O4 ratios (from
0.005 to 0.1) were identified with about 90% depolymerizing effectiveness. We
assume that these outcomes could be a starting point for the future application of the
active MFBSAs as therapeutic agents targeting insulin amyloidosis.

Cancer is a leading cause of death in many countries, accounting for 8.2 million
deaths in 2012. In our work [14] we were concentrated on detection and targeting of
tumor cells using an antibody coupled to MNPs. For this purpose we have prepared
poly-L-lysine modified magnetic nanoparticles (MFPLL) for their further use as
substrates for binding specific antibodies that are able to detect cancer cells. Bio-
compatible poly-L-lysine (PLL) is a positively charged amino acid polymer, which
is in fact a synthetic polymer with wide use in pharmaceutical industry and, its
sub-products, monomeric amino acid lysine units are characterized by no toxicity,
no antigenity, good biocompatibility and biodegradability. Several MFPLL samples
with different PLL/Fe3O4 weight ratio were prepared and tested to find out the
optimal PLL/Fe3O4 weight ratio. The optimal value PLL/Fe3O4 (weight ratio) of
1.0, based on both zeta potential and DLS measurements, was in agreement with the
outcome of UV/VIS measurements. Besides morphology and particle size charac-
terization, the samples were studied in term of magnetic properties by MPMS
magnetometer. In addition, AC susceptibility measurements as a complementary
technique for particle size determination were used. From the relaxation peak of the
imaginary component of the complex susceptibility hydrodynamic size of the
nanoparticles could be derived and calculated. The relaxation time for Brownian
rotation is given by τB = 3ηV/(kBT), where η is the carrier medium viscosity, kB is
the Boltzmann constant, T is the temperature and V is the hydrodynamic particle
volume, which is typically larger than the magnetic volume Vm considering the
adhesion of surfactant and carrier liquid molecules. For that purpose, AC suscep-
tibility versus frequency dependences at different temperature were measured
(Fig. 8.3).

The maximum of χ occurs at frequency f leading to relaxation time τB = 1/(2πf)
(Fig. 8.4b). Using equation for Brownian relaxation time, corresponding hydro-
dynamic diameters were calculated. The acquired values are summarized in
Table 8.2.

An additional measurement using DynoMag (Imego AB, Sweden) was carried
out, where the frequency dependence of complex susceptibility at ambient tem-
perature was measured in the extent from 1 Hz to 250 kHz. A peak at 493.7 Hz was
observed which gives the hydrodynamic diameter value of 101 nm (Fig. 8.4).
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Due to confirm amino binding on the magnetic nanoparticle surface, TGA a
DSC analysis was carried out by NETZSCH STA F1 Jupiter thermal analyzer to
study the thermal properties of the samples. The thermal measurements were per-
formed simultaneously in both the differential scanning calorimetric (DSC) mode
and the thermogravimetric (TG) mode. The measurements were performed in air
with a dynamic heating rate 10 °C/min from 35 °C up to 560 °C. Aluminum
crucibles were used during measurements and correction baselines were applied for

Fig. 8.3 AC susceptibility dependence on frequency of the sample MFPLL3 measured at different
temperature

Fig. 8.4 Particle size
distribution of amino
modified MFPLL5

Table 8.2 Hydrodynamic
diameter of MFPLL NPs
calculated from AC
susceptibility relaxation peak

Frequency (Hz) Temperature (K) DHYDR (nm)

235 274 98.3
284 278 96.6
340 282 95.0
350 286 97.9
1250 350 102.7
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correct measurements. Before measurements the samples were pressed into the
pellets for better contact with the crucibles.

DSC curves of naked magnetite, pure PLL and amino modified magnetic
nanoparticles are shown in Fig. 8.5. Magnetite (Fe3O4) being heated in air oxidizes
to maghemite (γ-Fe2O3) and transforms to hematite (α-Fe2O3) showed exothermic
peaks with maxima at 150 and 507 °C [15]. Most of PLL decomposition occurs at
260–590 °C. The first two exothermic peaks occurred at about 278 and 324 °C are
related to decarboxylation and deamination processes [16], and double peak at ca.
486 °C belongs to decomposition of polymer backbone chain. In the DCS curve of
magnetic particles coated by PLL it can be seen that decomposition temperature
ranges are broadened and shifted compared to pure PLL that could be explained by
presence of amino shell on nanoparticles surfaces [15]. Maghemite transformation
to hematite is indicated by very similar peak to naked iron oxide peak with maxima
about 514 °C. As the shell thickens, the transformation takes place in a relatively
higher temperature range. Shift of PLL coated nanoparticles peak compared to
naked nanoparticles indicate influence of PLL binding on the nanoparticles surface.

8.2.1.3 Nanoencapsulation

Polymeric nanoparticles have been investigated as drug delivery systems in the
fields of pharmaceutics and medicine due to the compatibility with tissues and cells,
subcellular size and other beneficial properties. During the last two decades several
methods to synthesize polymeric nanoparticles have been developed and classified
according to the mechanism of nanoparticles’ formation.

The utilization of biodegradable and biocompatible poly(D,L-lactide) (PLA) and
poly(D,L-lactic-co-glycolic acid) (PLGA) polymers as a capsulation material for
drugs is described below. PLA and PLGA are extensively used in the biomedical
industry and their monomeric units are normally found in the human organism
[17, 18].

Fig. 8.5 DCS of naked
magnetic nanoparticles, pure
PLL and amino modified
magnetic nanoparticles
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As drugs, anticancer drug taxol and antihypertensive drug aliskiren were chosen
for encapsulation. The taxol (TAX) was chosen due to its therapeutic effects against
various cancers (e.g. ovarian, breast, lung cancer) [19]. Hypertension (high blood
pressure) became a global public health issue consequently leading to various
complications. Aliskiren (ALIS) is a renin inhibitor used to treat hypertension by
blood pressure lowering. However, the therapy efficacy is limited by the rather low
bioavailability of ALIS [20]. One of the alternatives leading to increased ALIS
bioavailability, decreased degradation and consequently to enhanced effect of ALIS
on kidney activity is its nanoencapsulation. Spherical shaped magnetic nanospheres
with encapsulated drugs (Fig. 8.6a) prepared by a modified nanoprecipitation
technique were fully characterized [21].

Biodistribution of taxol loaded magnetic polymer nanospheres was investigated
in the plasma, selected organs (liver, lung, spleen, kidney, heart) and the target
tissue (placed in magnet pole during the treatment) [22]. The organ of the highest
TAX content after intravenous administration was the liver. The following organs
of high affinity were the spleen and the kidney (Fig. 8.6b). Several compositions of
NPs with different magnetite/drug ratio for tumor treatment efficiency were tested.
More effective seemed administering the composition with higher magnetite/drug
weight ratio than in the sample with the smaller ratio this can be attributed to the
fact that the samples with higher magnetite content were trapped more effectively in
the target site (tumor) by the applied field. The tumor was damaged in both cases.

The effect of ALIS encapsulated into PLA nanospheres on systolic blood
pressure male spontaneously hypertensive rats (SHR) aged 12 weeks was described
in paper [23]. Blood pressure was measured on the tail artery by plethysmography
technique. At the end of experiment (after 3 weeks), systolic blood pressure in
non-encapsulated ALIS group was remarkably lower (178.7 ± 1.8 mmHg) than in
the controls (203.4 ± 4 mmHg). Encapsulated ALIS, however, decreased blood

Fig. 8.6 a SEM image of taxol loaded magnetic nanospheres, b Time dependent distribution and
comparison of TAX and TMNPs (TAX:PLGA:Fe3O4 10:100:50) in organs (content per one gram)
after iv administration and use of an external magnetic field for 30 min
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pressure even more significantly and from the first week of the treatment
(160 ± 5 mmHg vs. 203.4 ± 4 mmHg in the control rats) (see Fig. 8.7).

8.2.2 Magnetoferritin

8.2.2.1 The Overview and Physico-chemical Characterization
of Magnetoferritin

In 1991, a novel synthetic route based on the formation of inorganic phases in a
protein structure as a reaction cage was described. It was shown that the empty
cavity of the iron-storage protein, ferritin, entitled apoferritin, could be used as a
reaction medium for in vitro chemical synthesis of iron sulphide particles, man-
ganese and uranium oxo-species of the controlled nanosize [24].

Apoferritin is a globular, water soluble protein, composed of 24 subunits that are
assembled into a hollow structure with an external diameter of 10–12 nm and
internal of 8–10 nm [25]. On the apoferritin surface, protein channels with a
diameter of ∼0.4 nm for binding and release of iron ions (8 × 3 fold hydrophilic,
polar), and for electron transfer (6 × 4 multiple hydrophobic, non-polar) are placed
[25]. The molecular weight of apoferritin is ∼481 200 kDa and this value depends
on the type of organism and tissue, from which apoferritin was isolated. Physio-
logical apoferritin has ability to store inside the cavity up to 4500 iron atoms
arranged in a crystal grid according to the specific needs of the organism, forming
the ferritin biomacromolecule [26]. This flexible and dynamic structure [27], stable
at temperatures up to 80 °C [28], is capable by natural autocatalytic activity [29] not
only to control the flow of iron ions, but also other metals (e.g. Co2+, Mn2+, Fe2+),
molecules, and small chelate ligands, to form ferritin derivatives, such as Mag-
netoferritin [30–32].

The first synthesis of magnetoferritin was described by Meldrum and co-workers
in 1992. Transmission electron microscopy and electron diffraction analysis indi-
cated the presence of 6-nm spherical single crystals of the ferrimagnetic iron oxide,

Fig. 8.7 Blood pressure of
spontaneously hypertensive
rats (SHR) after 3 weeks of
ALIS therapy
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magnetite (Fe3O4), surrounded by apoferritin shell [33]. Figure 8.8 shows the
model of magnetoferritin structure. Two years later, J. W. M. Bulte et al. studied
magnetic properties of magnetoferritin using SQUID magnetometer. Iron oxide
nanoparticles in the inorganic core have shown superparamagnetic behavior with-
out precise chemical characterization of the core composition [34]. Magnetite and
its oxidation product, maghemite, are ferrimagnetic iron oxides [35] with similar
values of saturation magnetization at room temperature: MS (Fe3O4) = 90 A m2

kg−1 and MS (γ-Fe2O3) = 83.5 A m2 kg−1, therefore it is not possible to distinguish
them directly by any magnetometric method [36]. The main difference between
magnetite and maghemite is related with a characteristic first order phase transition
known as Verwey transition at Tv ∼ 120 K. Below this temperature a change in the
crystal symmetry of magnetite and a decrease in electrical conductivity are
observed. Verwey transition can be investigated by various methods, such as
electron, neutron or photon diffraction, to determine the periodic arrangement of the
magnetite crystal or to determine different isotopes of iron using e.g. nuclear
magnetic resonance or Mössbauer spectroscopy [37]. For these reasons in the next
work the presence of magnetite and higher amount of maghemite in magnetoferritin
were detected using Mössbauer spectroscopy in the applied magnetic field with
intensity of 9 T and temperature 4.2 K [38, 39]. In the study of Wong et al.
magnetoferritin was synthetized by a chemical procedure using a regulated volume
of oxidant, trimethylamine N-oxide, in deaerated solutions, at temperature 65 °C
and pH 8.6. The modified chemical process enabled to synthesize magnetoferritin
with various amount of iron atoms per one apoferritin biomacromolecule (loading
factor, LF). Clusters of magnetoferritin with LF > 1000 and increasing of magnetic
nanoparticles diameter with LF were observed using transmission electron micro-
scopy. Superparamagnetic behavior of magnetoferritin was confirmed using
SQUID magnetometer [40]. The temperature effect of dipolar interaction of
agglomerated and well-separated magnetoferritin was investigated and the results
well agreed with theoretical models [41]. In 2008 Kasyutich et al. prepared purified
3D ordered crystals of magnetoferritin with micro-sized scale about 10–100 μm
using crystallization technology of proteins. 3D arrays of magnetic nanoparticles
were characterized using magnetic and Raman spectroscopy [42, 43]. Detailed
investigation of magnetoferritin nanoparticles with size ranging from 1.6 to 6 nm in
colloidal solution using atomic force microscopy, transmission electron micro-
scopy, X-ray diffraction, by Martínez-Pérez et al. have shown that the outer size of
magnetoferritin decreased probably associated with conformational changes affec-
ted by iron oxides core formation. The magnetic response of the maghemite cores
has been investigated by a combination of AC susceptibility, DC magnetization and
Mössbauer spectroscopy [44].

8.2.2.2 Magneto-optical Study of Magnetoferritin

The magneto-optical investigation of superparamagnetic nanoparticles in MFer
would allow distinguishing various iron oxides (maghemite γ-Fe2O3, magnetite
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Fe3O4). Sensitive and non-invasive Cotton-Mouton and Faraday effects were
chosen for MFer colloidal solution investigation without special chemical modifi-
cation of MFer [45].

Magneto-optical Cotton-Mouton effect is related with optical anisotropy of
superparamagnetic nanoparticles and with the orientation of their magnetic
moments in an applied magnetic field. After transition of electromagnetic radiation
through the sample, the rotation of the plane of light polarization will change the
angle θ that is proportional to the birefringence Δn according to the equation:

θ=
πd
λ
Δn ð8:1Þ

where d is the light pathway and λ is the wavelength of the used light. The mag-
netically induced optical linear birefringence, Δn, is defined as the difference of
indices light quarries in a direction parallel and perpendicular to the direction of the
vector of the magnetic field intensity: Δn= n∥ − n⊥ [46].

Magnetically induced optical linear birefringence Δn was measured for colloidal
dispersion of MFer and compared with Δn of commercial ferritin at λ 632,8 nm.
Dependence of reduced (specific) magnetically induced linear birefringence (i.e.
Δn, reduced by known iron concentration Δn/cFe) on the square of applied magnetic
field intensity H2 for diluted studied samples are shown in the Fig. 8.9 [47, 48].
Measurements have indicated visible differences in magneto-optical behavior of
aqueous dispersion of MFer in comparison with ferritin. Obtained Cotton-Mouton
constant KCM, characteristic for given material, was calculated from experimental
data at low region of magnetic field below 200 Oe. The KCM value for MFer was
about 4 orders of magnitude higher than for ferritin that was related to the presence
of various kind of iron core inside both biomacromolecules. An important finding
of this study was direct observation of the saturation measurements of Δn/cFe,
which allows identification of magnetic core of the unknown sample of ferritin and
its biogenic or synthetic derivatives [47, 48].

Fig. 8.8 The model of
magnetoferritin structure.
Reprinted by permission from
Macmillan Publishers Ltd:
[NATURE NANOTECHNOLOGY]
(M. A. Kostiainen, et al. Nat.
Nanotechnol. 8, pp. 52–56.),
copyright (2013)

162 P. Kopcansky et al.



This magneto-optical effect and calculated KCM constants could be used in the
future biomedical applications to identify and clarify the heterogeneous structure of
the pathological brain ferritin, which contains also magnetite in patients with
neurodegenerative diseases [48].

The orientation of magnetic moments of superparamagnetic nanoparticles in an
applied magnetic field is the reason for the next magneto-optical effect, Faraday’s
effect. The rotation of the plane of light polarization will change the angle θF
(Faraday rotation angle) whose size depends on the intensity of the external
magnetic field, the light pathway, and used light wavelength, λ [49]. The main
difference between Cotton-Mouton and Faraday effects consists in the direction of
the vector of a linearly polarized light beam that passes through the sample against
the vector of applied magnetic field intensity (Cotton-Mouton effect—perpendicular
and Faradays effect—parallel direction) [50].

The dependence of the Faraday rotation on magnetic field has shown super-
paramagnetic behavior of magnetoferritin, described by Langevin function with
log-normal distribution of nanoparticles sizes allowing to obtain the diameter of the
cores. The Verdet constant calculated by approximation of experimental data at
defined wavelength could be suitable parameter to distinguish various iron cores in
unknown samples. The dependence of the Verdet constant on the light wavelength
could be after standardization in generally used for the quantitative determination of
the iron oxidation state in various nanoparticles with a specific size. The spectral
functions of the Faraday rotation on the wavelength enabled to distinguish native
ferritin and magnetoferritin cores, which can be a useful method for the detection of
magnetite or for the diagnosis of various diseases, that are associated with mag-
netite formation in vivo in pathological tissues of the body [51].

Fig. 8.9 The graph of the
Δn/cFe dependence on H2.
Reprinted from [48],
Copyright (2011), with
permission from Elsevier
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8.2.2.3 Small-Angle Scattering Study of Magnetoferritin

Next studies were focused mainly on the structural characterization of magneto-
ferritin by small-angle scattering of neutrons (SANS) and X-rays (SAXS) on
inhomogeneities in solution. The main reason for using these methods is the good
resolution of several nanoscale sized objects, possibility of structural modeling, to
get information about the size, shape of the partially or completely disordered
systems, intermolecular interactions, (un)folding, conformational changes in
macromolecules and determination ab initio models. The basic difference between
SAXS and SANS is that photons are scattered from electron shell and neutrons
from atom nuclei. In the case of SANS method there is a big difference between the
neutron scattering length for hydrogen and deuterium that can be used for the
variation of contrast by substitution of the light and heavy water in solvent [52–54].

The first results using structural sensitive SANS method have shown significant
difference between scattering curves of MFer and apoferritin. Superparamagnetic
cores in MFer with size distribution of about 5 nm affect the protein shell structure.
The hydrodynamic diameter obtained using dynamic light scattering (DLS) for
MFer was larger than for apoferritin that indicates colloidal polydispersity [55, 56].
Therefore, further investigation was focused on the structural study of MFer,
varying in LF. SAXS curves of MFer with low LF of 160 in comparison with pure
apoferritin have looked differently. Constructed pair-distance distribution functions
(PDD) curves, by applying of the Indirect Fourier Transformation (IFT), were used
for the ab initio modeling, where it was observed partially destroying MFer
structure most probably caused by iron binding or magnetic core presence
(Fig. 8.10) [57].

Other SAXS curves and PDD analysis have shown increasing aggregation with
the LF of MFer. Comparisons of radius of gyration obtained using the Guinier
approximation from the SANS and SAXS data and hydrodynamic diameter
obtained by DLS, have shown that the MFer size increases with increasing LF and a
strong aggregation occurs at LF over 600 [57].

Fig. 8.10 Scattering curves,
PDD and ab initio analysis of
apoferritin and
magnetoferritin. Reprinted
from [57]. Copyright (2014),
with permission from Elsevier
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Further, MFer samples with different LF were studied using SANS contrast
variation method, with varying of light and heavy components in solution. By
fitting of linear Guinier plots from SANS data, the values radius of gyration and
intensity were obtained subsequently.

The scattering lengths densities for various ratios of light and heavy water were
calculated and obtained corresponding intensities were plotted versus the volume
fraction of heavy water in the sample solutions. Minimum of the plotted parabola
corresponded to the match point, in which the contrast is the lowest. This point was
shifted with increasing LF. Nonzero intensity in the match point means structural
polydispersity with increasing LF. In this study it was found that a high ratio
between the amounts of magnetic component in the core and a protein could be
explained by the partial destroying of the MFer shell [57, 58].

The recent study using SAXS was aimed the effect of MFer on the structure of
lysozyme amyloid aggregates (LAA). It was shown that MFer affect the LAA
structure that indicated destructed activity of MFer superparamagnetic nanoparti-
cles. These results were supported by the fluorescence spectrophotometry mea-
surements. MFer has ability to reduce the average size of lysozyme amyloid
aggregates [59].

8.2.2.4 Potential Applications of Magnetoferritin

The first synthesis of magnetoferritin opened the door for its extensive studies. It
was shown, that well-defined diameter of magnetoferritin nanoparticles, biological
origin, superparamagnetic behavior and colloidal stability yield considerable
potential of magnetoferritin for applications in various field of sciences, but espe-
cially in biomedicine and cell biology [33, 60]. The potential use of magnetoferritin
in various bio-applications increase thanks to the ability of magnetoferritin to
change its structural properties under defined physico-chemical conditions. The
structure of magnetoferritin can be modified by different chemical substances [61],
surfactants, signal molecules, drugs or antibodies [62, 63], consequent in protein
shell change, so that the biomacromolecule can be fully folded, partially opened or
completely disrupted.

Structural modifications of the internal or external MFer surface at defined
physico-chemical conditions depending on the properties of specific substance or
binding mechanism induce various potential applications of MFer, such as a s-
tandard for diagnosis of various diseases [47, 48, 51], in cell separation [63],
magnetic resonance imaging of tissues [34, 64], as a contrast agent for cell labeling
[65], in, nanocatalytical chemistry [66], or in targeted transport of anticancer drugs.
The binding of drug and dyes to MFer structure could enable visualization of
damaged tissues or targeted transport right to the pathological area of the organism
with minimization of the drug secondary effects on healthy organs and tissues [67].
Recently it was shown, that MFer is able to resolve hydrogen peroxide to oxygen
and water in the presence of the substrate, N,N-diethyl-p-phenylenediamine sulfate,
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which after the reaction changed the color. Such peroxidase-like activity of mag-
netoferritin was more significant in the case of increasing loading factor [66].

8.2.3 Magnetosome Chains Magnetic Systems

Magnetosomes are intracellular organelles in magnetotactic bacteria (MTB) that
allow them to sense and align themselves along a magnetic field. MTBs usually
mineralize either iron oxide magnetosomes, which contain crystals of magnetite
(Fe3O4), or iron sulfide magnetosomes, which contain crystals of greigite (Fe3S4).
A crystal type depends on bacteria’s form. Crystals are connected into chain-like
structures via biological membrane (which consists of lipid bilayer membrane and
specific soluble and transmembrane proteins) [68–73]. In magnetosome suspen-
sions were observed magneto-optical birefringence and dichroism effects. It makes
them appropriate materials for magneto-optic studies [74–76]. Anyway, the bio-
compatible character and magnetic properties of magnetosomes make them
promising materials in bio-applications in medicine, especially in the field of
magnetic hyperthermia [77–79].

8.2.3.1 Magnetosomes Preparation and Characterization Methods

Bacterial magnetosomes were produced by the biomineralization of MTB Mag-
netospirillum strain AMB-1. Bacteria synthesize magnetite—Fe3O4 nanoparticles.
The detailed description of the cultivation process of the bacteria is given in our
previous contribution [70].

The magnetosome isolation from the bacteria consists of a series of cycles of
sonication, centrifugation and magnetic decantation. The importance of individual
steps is as follows: sonication of culture media containing bacteria was performed
because of disruption of the organic body of bacteria, which is connected with the
release of magnetosome chains into the liquid medium. Centrifugation was per-
formed for the purpose of deposition of the released magnetosome chains at the
bottom of the plastic container as a result of centrifugal force. The specimen was
taken out of the centrifuge and the decantation of unsettled nanoscopic magnetic
parts of the sample at the bottom of the container was done. By decanting of the
magnetic component of the sample (magnetosome chains) at the bottom of the
container was allowed to pipet off an excess amount of non-magnetic fluid with
remnants of the bodies of the bacteria. This process can also be described as a
process of purification of the sample. The isolation parameters were as follows:
(1) sonication (5 min), (2) centrifugation at 18,000 rpm for 30 min, (3) magnetic
decantation on permanent magnets FeNdB (200 mT)—2 h. The non-magnetic part
of the magnetosomes was pipetted away and the black residue (magnetosomes) in
the centrifuge vial was diluted with HEPES—EDTA (first 2 cycles), followed by
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washing with HEPES—NaCl (3rd cycle) and finally washing with 10 mM HEPES
(10 times due to sample purification).

With a view to raise yield of the synthesis process our commonly used culture
medium (NP) was modified by increasing of FQ and WVS quantity.

To achieve single magnetosomes the isolated magnetosome bounded in chains
(M) were ultracentrifuged at 100 000 rpm for 4 h at 4 °C (UM) and ultracentrifuged
at 100 000 rpm for 3 h and sonicated at power of 120 W for 3 h (SM), respectively.

The magnetosomes morphology and size were determined from scanning elec-
tron microscopy (SEM), transmission electron microscopy (TEM) and atomic force
microscopy (AFM). More details about microscopy investigate are described in
[80].

Magnetization characteristic of the prepared magnetosomes suspension were
measured by SQUID magnetometer (Quantum Design) at room temperature.

The calorimetric properties of magnetosome suspensions within HEPES buffer
were obtained by measuring of temperature increasing in the alternating magnetic
field. Magnetic fields of various intensities at given frequency were generated with
the help of solenoid with opened ferromagnetic core. The glass vial with the ana-
lyzed suspension was inserted into the gap of this ferromagnetic core. (Four dif-
ferent systems—the double-layer solenoid, Helmholtz coils, the inductor with
C-shaped ferromagnetic core and the system of rotating magnetic field, generating
of magnetic field are detailed described in our paper [81].) The amplitude deter-
mination of magnetic field strength was carried out by voltage measurement
induced in the one turn placed in magnetic gap. Changes in temperature were
recorded by thermometer with fiber optic sensor (FISO Technologies Inc. with
accuracy ±0.1 K).

8.2.3.2 Selected Properties of Magnetosome Suspensions

Analysis of magnetosomes’ suspension prepared by using different conditions
during synthesis is described in papers [77, 82]. Typical electron micrographs of
magnetosomes obtained by SEM technique for prepared samples NP, FQ and WVS
are shown in Fig. 8.11. To compare the different preparation conditions the size
distributions of magnetosomes (from 100 particles) according to SEM pictures was
done.

The mean diameter of isolated magnetosomes with our commonly used culture
medium (NP) was 47 nm. The mean diameter of the samples with modified culture
medium was shifted to the higher values 52 nm and 58 nm for WVS and FQ,
respectively.

The magnetization measurements at 293 K showed superparamagnetic behavior
of NP magnetosomes suspension. Small increase in hysteresis (ferromagnetic
behavior) was observed for sample WVS (HC = 6.5 Oe) and FQ (HC = 20 Oe).
This can be caused by high shape anisotropy, resulting in non-zero coercivity of
samples with higher mean diameter. The higher HC value reveals stronger magnetic
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correlations between particles of magnetite chains. The magnetization data are
showed in Table 8.3. (The curves are presented in our work [82].)

Detailed analysis of sonicated and ultracentrifuged magnetosomes was done in
our paper [83]. Figure 8.12 shows electron micrographs of three magnetosome
samples: (I) standard magnetosomes sample, i.e. long-chain magnetosomes,
(II) after centrifugation (100 000 rpm, 8 h), and (III) after centrifugation (100
000 rpm, 12 h) and sonication (120 W, 3 h).

Sample I illustrates typical magnetosomes morphology (long chains). As a result
of centrifugation the magnetosomes’ chains (sample II) were shorter in comparison
with sample I. Individual, single magnetosomes are also present, but sporadic.
Sample III showed reduced long chains number (see inset), but also small groups of
a few magnetosomes and increased number of individual magnetosomes. This
result demonstrates that the applied separation force was greatly enhanced after
sonication.

The M–H hysteresis curves (Fig. 8.13) at room temperature indicate a ferro-
magnetic character of all samples with the same saturation magnetization MS = 2.1
emu g−1 and coercive field 41 Oe, 12 Oe and 7 Oe for samples M, UM and SM,
respectively. These outcomes correspond to the results from microscopy
measurements.

Hyperthermic experiments were done at a frequency of f = 508 kHz versus the
AC—field amplitude in the range 0–5 kA m−1. The field dependences of one of the

Fig. 8.11 Scanning electron micrograph of magnetosomes NP, WVS and FQ

Table 8.3 The mean diameter of magnetosomes d, coercive force HC and saturation magneti-
zation MS of magnetosomes suspensions prepared at various conditions

NP WVS FQ

d (nm) 47 52 58
HC (Oe) 0 6.5 20
MS (emu/g) 0.2 0.21 0.23
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most important parameter of hyperthermia—the SAR (“Specific Absorption Rate”)
values are plotted in Fig. 8.14a).

Specific Absorption Rate is defined as the amount of heat released by a weight
unit of the material per time unit during exposure to an oscillating magnetic field.
This parameter is quite dependent on magnetic field frequency and intensity as well
as on nanoparticle size, shape, material, agglomeration rate and dispersion media

Fig. 8.12 TEM and AFM pictures of magnetosomes: I (M), II (UM) and III (SM)

Fig. 8.13 Hysteresis loops
for standard isolated
magnetosomes sample (M),
ultracentrifuged
magnetosomes sample
(UM) and sonicated
magnetosomes sample (SM)
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[84]. It is important to have these values for the material as high as possible. The
slope of the curve informs about the dynamics of temperature rise of the sample and
it also informs about the power release in a unit of volume at a given magnetic field
strength. The dynamics of the increase was more visible in samples M and UM, so
the heating is more effective in the samples with unbroken chains and higher
coercivity, where hysteresis losses contribute much more significantly (Fig. 8.14b).
On the other hand, in sonicated samples, which have a significant presence of
individual magnetosomes, the dominant mechanisms of heating are relaxation
processes; hysteresis does not contribute too much. The SAR values at 10 kA m−1

and 508 kHz were 1083, 934 and 463 mW/gsample for the M, UM and SM samples
of magnetosomes, respectively. When we recalculate the SAR values per 1 g of
magnetite (according equation: SAR= ððρSCPÞ ̸mÞ*ðΔT ̸ΔtÞ [77], where ρS is
density of the sample, CP is the specific heat capacity, m is the mass of magnetite
per unit volume of the colloid and ΔT/Δt is heating rate at 10 kA/m) we get the
values in the range 1278–594 W/gmagnetite.

The magneto-optical properties of magnetosomes were analyzed and described
in the work [70]. Magnetically induced linear and circular anisotropy determined
the significant role of chains in the orientational mechanism of these magnetic
dipoles. Numerical adjustments of the linear anisotropy curves using a classical
Langevin orientation model gave the average number of magnetosomes per chain,
about 12. Magnetic and magneto-optical experiments exhibited the large sensitivity
of magnetosomes to the magnetic field. This high sensitivity is interesting for
optical applications due to very low field required to achieve the effect, which can
make the technologic application in devices easier.

Fig. 8.14 a SAR dependence on the applied magnetic field. The curves represent standard
isolated magnetosomes sample (M), ultracentrifuged magnetosomes sample (UM) and sonicated
magnetosomes sample. b Proportion of hysteresis processes to total losses
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8.3 Magnetic Particle Systems for Technical Applications

8.3.1 Dielectric and Structural Properties of Transformer
Oil-Based MFs

Transformer oils have been used as insulating and cooling medium for almost over
a century in electrical power equipment, such as transformers and inductors [85,
86]. However, the development of future high voltage network and smart grid has
given rise to high demands on the performance and reliability of the insulating and
cooling material [87]. In recent years, transformer oil-based MFs (TOFF) have
attracted much attention for their great improvement of heat transfer efficiency
[88–93]. Taking into account the general “6 °C rule”, which expresses that the rate
of the insulation aging doubles approximately every 6 °C increase in temperature
[94, 95], these MFs constitute an efficient and reliable cooling medium for future
power transformers. Moreover, it has been found that TOFF can exhibit higher
electrical breakdown field strength as compared to pure transformer oils [96]. This
paradoxical finding is still not fully understood and great effort has been made to
study dielectric properties of the innovative insulator in view of using various
transformer oils, magnetic nanoparticles and surfactants. Here, we review some
selected dielectric and structural properties of TOFF reported in recent years
including our latest research results.

8.3.1.1 Dielectric Breakdown

TOFF have commonly been synthesized according to the basic procedure starting
with the co-precipitation of magnetite (Fe3O4) nanoparticles from a solution of Fe2+

and Fe3+ ions with a suitable base (e.g. NH4OH) [97, 98]. The co-precipitated
nanoparticles are sterically stabilized with a single oleic acid layer chemisorbed on
the particle surfaces. Purified nanoparticles are finally dispersed in transformer oil
in a specified particle volume fraction ΦV , which is a crucial parameter determining
the resulting dielectric properties of TOFF. It is well known that the relative per-
mittivity εr of TOFF is strongly dependent on the particle volume fraction. This fact
can be expressed by Maxwell-Garnet formula, which is commonly used when
describing the relative permittivity of a mixed dielectric, as highlighted in [99]:

εr − εr1
εr +2εr1

=ΦV
εr2 − εr1
εr2 + 2εr1

ð8:2Þ

where εr1 and εr2 are the relative permittivities of the transformer oil and
nanoparticles, respectively. Segal et al. [96] presented for the first time that the
electrical breakdown field strength of TOFF containing magnetite nanoparticles is
comparable or in some cases superior to the pure carrier liquid—transformer oil.
Particularly, the electrical tests of magnetite TOFF showed that for positive
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streamers the breakdown voltage of the TOFF was almost twice increased as
compared to the pure oil during the lightning impulse tests. This result was radical
because it suggested that the addition of substantial particulate contamination in the
transformer oil, albeit in the form of magnetite nanoparticles, can result in an
improvement of the oil’s insulating characteristics. After the first report, many
researchers experimentally confirmed this paradoxical effect in TOFF based on
various transformer oils and magnetic nanoparticles [100–104]. Recently, three
times higher breakdown voltage was reported for a TOFF with particle volume
fraction from 0.08 to 0.39% as compared to its base transformer oil [103]. Inter-
estingly, besides the higher breakdown field strength, the velocity of positive
streamers propagation was found to be reduced by the presence of the nanoparticles
by 46% [96]. This important result proves that the presence of the magnetic
nanoparticles results in the inhibition of the processes leading to the electrical
breakdown in the oil. In other words, a slower streamer takes more time to short the
gap between electrodes leading to the breakdown. Consequently, this gives a longer
time period to extinguish the applied impulse voltage.

In an effort to explain the increased breakdown field strength, Hwang et al. [105]
analyzed the effect of nanoparticle charging by free electrons from ionization,
which usually form a streamer leading to the breakdown [106]. The proposed model
shows that if the particle polarization is fast enough relative to the timescales of the
streamer propagation, the presence of the particles in the oil will significantly
modify the related electrodynamics. As it was shown, the relaxation time constant
of the magnetite in transformer oil is τrðFe3O4Þ =7.47 × 10− 14 s, which is very short
as compared to the microsecond time scales typically involved in the streamer
propagation [105]. It was therefore assumed that the short relaxation time of
magnetite nanoparticles allows charging of the particle surfaces due to the free
electrons from the field ionization. Furthermore, for a magnetite TOFF, the extre-
mely fast particle polarization causes the electric field lines to converge upon the
relaxed nanoparticles. Then, the free charge carriers in the TOFF move along the
electric field lines. Because the electrons move much faster than positive ions, the
nanoparticles trap electrons faster than positive ions. Consequently, the nanopar-
ticles become charged as the electrons redistribute uniformly on the equipotential
surface. Thus, the process of electron charging of the nanoparticles converts the
highly mobile electrons from field ionization to slow negatively charged
nanoparticles. The effective mobility reduction factor was found to be approxi-
mately 1 × 105 [105]. Thus, the electron trapping is the possible cause of the
reported [96] decrease in the streamer velocity and subsequent electrical breakdown
field strength increase. This theoretical model was considered in several experi-
mental studies on transformer oil-based MFs [103, 107–109].
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8.3.1.2 Frequency Dependent Dielectric Response

Taking into account the aforementioned model, the particle mobility seems to play a
key role in the streamer formation in a FOFF. Furthermore, such a theoretical
consideration has stimulated experimental investigation of magnetic particle inter-
actions with an external electric field. It is intuitive that any structural changes of
the TOFF induced by electric forces can have a remarkable impact on a space
charge migration, and finally on the streamer formation at high electric field
intensities. Recently, within this context, strong indications of the electric field
induced magnetic particle aggregation in a TOFF were obtained by the method of
dielectric spectroscopy [110]. This method relies on the frequency dependent
complex impedance and permittivity of a sample under test. Thus, various electrical
polarization and corresponding relaxation processes can by revealed and identified
[111].

The deduction of electric field induced aggregation of magnetic nanoparticles in
a TOFF was based on the analysis of a pronounced low frequency relaxation
process and its dependence on external electric field intensity. In Fig. 8.15, one can
see the spectrum of the dissipation factor ðtan δÞ of a thin TOFF layer (1.6 μm)
determined as a ration of the complex permittivity components. After excluding the
Maxwell-Wagner type of relaxation [112–115], the relaxation maximum was
assigned to the interfacial polarization of free space charge in the TOFF, which can
form a quasi-electric double layer (EDL) on the surface of the particles. Then,
following the Schwarz model of EDL polarization [116], the counterions are free to
move laterally on the particle surface. After application of an external electric field,
the system becomes polarized due to the displacement of the counterions relative to
the particle. This polarization process can account for the observed low frequency
dielectric behavior. The corresponding relaxation time is given by the following
term:

τ=
R2

2u0kBT
exp

Ea

kBT

� �
ð8:3Þ

where R is the radius of the particle, T is the absolute temperature, kB is the
Boltzmann constant, and u0 is the charge mobility in a free solution, and Ea is the
activation energy of the motion along the surface. Hence, one can assume that the
considered particle aggregation should be reflected in the change of the low fre-
quency relaxation time. This idea was demonstrated by measuring dielectric
spectrum of a TOFF confined between two parallel plate electrodes [110]. Espe-
cially, the DC electric field induced particle aggregate formation can be detected by
applying the DC bias voltage dependent dielectric spectroscopy. For that purpose,
the tan δ spectra have been obtained with the applied DC bias voltage of different
values. The measurements were performed at a constant electrode separation dis-
tance (d = 1.6 μm) with the effective value of the testing AC voltage of 32 mV. In
order to reveal the induced aggregate behavior, a hysteresis-like measurement
sequence was applied. After the application of DC bias voltage of 1 V, the
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relaxation maximum was slightly increased and shifted to lower frequencies
(Fig. 8.15a). This was attributed to the initial formation of particle aggregates
driven by the applied DC electric field. However, when the DC field was gradually
increasing, the relaxation maximum was shifting to lower frequencies, whereas its
amplitude was greatly decreasing. This is the consequence of the dominant polar-
ization force of the DC electric field. In this case, the strong DC electric field
induces the dipoles in the particles, giving rise to the induced particle dipole-dipole
interactions. At the same time, this field polarizes and keeps the counter-ions on the
opposite aggregate sides so strongly that their ability to respond the AC field
decreases markedly. Thereby the DC electric field raises an energy barrier on the
polarization axis, so reducing both mobility and the moving range of the
counter-ions, what is reflected in the lower frequency position of the loss peak and
its decreased amplitude, respectively. From the reverse measurements (Fig. 8.15b),
one can notice a certain kind of remanence in the induced aggregate size when the
relaxation time and the amplitude of the loss peak achieve the initial values with the
noticeable lag. A greater degree of that lag is observed in the frequency position of
the relaxation maxima, while their re-increase in amplitude seems to have a faster
response to the decreasing DC voltage. It was proposed that the former is associated
with the aggregate structure inertia when the total attractive forces (induced electric
dipolar forces, magnetic forces, van der Walls interactions) are still able to resist the
disrupting thermal energy effect. The latter is associated with the decreasing energy
barrier, whereby the counter-ions surrounding the aggregate acquire greater free-
dom in response to the AC electric field. The above described behavior accounts for
the fact that the relaxation maxima do not match at zero DC bias voltages.

Fig. 8.15 The dependence of the tan δ spectrum on the applied DC bias voltage. The
measurements were conducted one after the other with the following sequence: from 0 V up to
4 V (a), from 4 V down to 0 V (b). The investigated transformer oil-based MF with magnetic
volume fraction ΦV = 6.6% was measured in a capacitor cell with electrode separation distance
d = 1.6 μm and the applied test signal level of 32 mV (20 kV/m). The intensity of DC electric
field was 0.625 MV/m, 1.25 MV/m, 1.875 MV/m, and 2.5 MV/m corresponding to the applied
DC bias voltages of 1 V, 2 V, 3 V, and 4 V, respectively
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8.3.1.3 Direct Observation of MF Structural Changes
in an Electric Field

In order to confirm the electric field induced particle aggregation and structural
changes deduced from the dielectric spectroscopy results, other experimental
methods were necessary to apply. One of the most solid evidence of the electric
field and the consequent electrohydrodynamics influence on a bulk TOFF structure
was obtained by a simple visual observation under suitable experimental conditions
[117].

In Fig. 8.16, one can see photographs of a diluted TOFF sample ðΦV =0.05%Þ
in a glass cuvette exposed to 0 and 5 kV/cm (DC). The initial application of the
electric field resulted in a slow electrohydrodynamic flow and a separated cloud
formation between the electrodes. A final shade of the cloud was achieved in
approximately 2 min. After that, the cloud distortion followed with the spike-like
structure formation from the cloud borders, pointing towards the field gradient
(Fig. 8.16b). The created pattern behaved rather dynamically, as the spikes varied
in length, width, and position. The initial cloud formation was associated with the
migration of the space charges (including residual unwashed ions) towards the
electrodes, which engenders weak fluid flow. As the ions accumulate in the field
gradient onto the electrodes, the particles are pushed from that region by the
electrohydrodynamic forces, leading to the cloud-like formation. The sample with
such a separated cloud then exhibits the permittivity and conductivity gradients, and
the further action of the DC field exerts an anisotropic electrostatic body force on
the transition layer between the cloud and its surrounding. The action of that force
thus sets the cloud in motion and distorts its shape in the direction of the applied
field.

The distortion begins in the upper part and the spikes direct rather upwards, as a
result of the applied field geometry [117]. It was therefore concluded that the
observed phenomenon derives from the bulk motion induced by electrical body
forces lodged in the cloud, not forces on individual particles, as bulk motion of
colloids cannot be explained solely by dipole-dipole interactions between particles
[118]. Furthermore, the pattern dynamics is driven by the interaction of the

Fig. 8.16 TOFF appearance
in zero electric field (a).
Electrohydrodynamically
driven pattern in the sample
exposed to the DC electric
field of 5 kV/cm (b). The
electrode separation distance
is set to 1 cm. The
photographs are artificially
colorized to enhance the
contrast [117]
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electrostatic body force and the ionic current. As the former stretches the cloud
borders towards the electrodes, the latter keeps pushing them out from the elec-
trodes. Consequently, the irregular motion of the formed spikes can be observed.
This motion quits immediately when the field is interrupted and diminishes due to
the action of thermal energy. The pattern formation effect was equally observed in
the cuvette positioned both, horizontally and vertically, so any gravity effect on the
pattern shape has been excluded. It was found that the induced pattern formation
does not depend on the voltage polarity and it is a reversible phenomenon.

The related nanoscopic structural changes of the TOFF in the glass cuvette were
investigated by Small Angle Neutron Scattering (SANS), too [117]. SANS tech-
nique is successfully used for structural characterization of different types of MFs
[119, 120]. In the reported work [117] the experiment focused on the measurement
of the neutron scattering intensity I as a function of the momentum transfer modulus
q in dependence on the electric field intensity. It was found that the scattered
intensity in the small q region remarkably increases with the increasing electric
field. This effect has been considered as a direct evidence of the particle aggregates
in the TOFF induced by the electrohydrodynamics and polarization forces between
the particles. Again, the dielectric contrast between the magnetic particles and the
oil molecules plays the crucial role, leading to the induced electric dipole-dipole
interactions and the subsequent aggregation. It was estimated that the mean
aggregate size is greater than 300 nm, as determined from the minimal q covered in
the experiment by D ∼ 2π/q. Further analysis of the scattering profiles revealed that
only a small (below 1%) fraction of all particles composes the aggregates. Finally,
the neutron scattering from the TOFF in zero electric field yielded an isotropic 2D
pattern corresponding to the quasi-spherical nanoparticles. On the other hand, in the
applied DC electric field, 2D scattering patterns showed anisotropy corresponding
to the elongated shape of the formed aggregates oriented along the electric field.

8.3.2 Ferronematics—In Search for Liquid Crystalline
Magnetic Field Sensors

Liquid crystal (LC) materials exhibit remarkable properties placing them between
isotropic liquids and crystals. The discovery that is widely recognized as the birth
of liquid crystal science is attributed to Friedrich Reinitzer. In 1888 he observed
a curious behavior of cholesterol benzoate that had “two melting points”, where the
intermediate phase between them was later named as liquid crystalline phase [121].
The combination of liquids’ fluidity with the direction dependent electric and
optical properties of crystalline solids makes LCs attractive for use in various
commercial exploitations. Anisotropy in mechanical, electrical and magnetic
properties permits LCs to be easily oriented, realigned, or deformed by electric or
magnetic field, by heating, or by mechanical stresses. These materials have attracted
great attention for many practical applications in LC display industry, in photonics
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and magneto-optics, in nano- and biosensing. The search for new materials with
exotic properties and for new technologies continues, in order to comply with the
needs of these, and other novel applications.

LCs may be divided into two classes: lyotropic and thermotropic. Lyotropic LCs
usually have two or more components (e.g., amphiphilic molecules in a solvent)
that exhibit liquid-crystalline phase in certain concentration and temperature ranges.
Thermotropic LCs are compounds whose liquid crystalline properties are induced
purely by temperature variation. They possess one or more mesophases at tem-
peratures between their melting point, below which the material is a crystalline
solid, and the”clearing point”, above which the material is an isotropic liquid. The
properties of such conventional liquid phase are characterized by the molecules that
are randomly oriented. Since their discovery, many LC phases have been identified
[122]. One of the mesophases is the nematic phase, in which molecules are aligned
parallel to each other. Molecules have no positional order and their tendency is to
point in the same direction (along the director n). One of the most important
discoveries in the control of LCs by electric or magnetic fields was the threshold
behavior in the reorientational response of LCs. The effect was described by
Fréedericksz and named after him as “Fréedericksz transition” [123]. It laid the
foundation for LC applications in modern technology.

The dielectric anisotropy εa of LCs is relatively large, and driving voltage of a few
volts is sufficient to control the orientational response. Although LC can be con-
trolled by a magnetic field, the magnetic sensitivity is rather low (the anisotropy of
the diamagnetic susceptibility χa is of the order of 10

−7). It usually requires very high
magnetic induction strength, of the order of Tesla to trigger the reorientation in LCs
[122]. Brochard and de Gennes proposed a method which would increase the
magnetic sensitivity of LCs. In 1970 they presented the first theory of ferromagnetic
nanoparticles colloids in nematic LCs—“ferronematics” (FNs) [124]. The most
important feature of FNs is an effective coupling between the magnetic particles
(MPs) (their magnetic moment m) and the LC matrix (the director n). This coupling
ensures that the effect of magnetic field will be transferred into the nematic host. The
theory of Brochard and de Gennes [124] predicted a rigid anchoring with m |
n. Based on the estimations given in [124], first lyotropic [125, 126] and then
thermotropic FNs have been studied [127]. Later experiments on thermotropic FNs
have indicated that besides the predicted m | n condition, the case of m ⊥ n is also
possible. Based on the theory and experiments, Burylov and Raikher modified the
theoretical description of FNs [128–130]. They considered a finite anchoring energy
W between nematic molecules and the magnetic particles and defined the parameter
ω as the combination of anchoring energy with elastic energy of the LC (ω = Wd/K,
where d is the size of the MPs and K represents orientational-elastic Frank energy).
The parameter ω defines the type of anchoring of nematic molecules on MPs sur-
faces. For rigid anchoring ω ≫ 1, while the soft anchoring is defined by ω ≤ 1.
The latter type of anchoring allows both boundary conditionsm ⊥ n andm | n. In our
former study a linear magnetodielectric response of dielectric permittivity versus
magnetic field has been observed in these systems at low magnetic fields [131].
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Concerning FNs we have studied structural transitions in FNs based on different
LCs [132–134], magnetic field induced phase transitions from isotropic to nematic
phase [135], the response of these materials to low magnetic field [131] as well as
that by applying a weak dc bias magnetic field to the FNs in isotropic phase it is
possible to increase the ac magnetic susceptibility [136]. Increased response of FNs
to applied magnetic fields by studying their dielectric and optical responses, as well
as enhanced their shift of the transition temperature under the application of
magnetic field could definitely trigger future experimental and theoretical research
in the field of magnetically active composite materials.

In work [137] the magnetic Fréedericksz transition under the application of
magnetic field was studied in FNs based on the nematic LC 6CHBT that was doped
with rod-like MPs of volume concentration ϕ1 = 10−4 and ϕ2 = 10−3. Structural
changes were observed by measurements of dielectric permittivity where the
influence of the concentration of the MPs on the magnetic response of these FNs
was studied. Figure 8.17 shows the magnetic Fréedericksz transition of undoped
6CHBT and in FNs doped with the rod-like MPs of different volume concentra-
tions. It was observed that the volume concentration of the MNPs as well as the
particle’s size influenced the threshold of the magnetic Fréedericksz transition and
the dielectric response to low magnetic fields (far below the Fréedericksz transi-
tion). The obtained critical value of the magnetic field for undoped 6CHBT is 2.63
T. The reduction of critical magnetic field strength becomes larger if the concen-
tration of the MPs in FNs was increased.

Doping of LCs with small amount of MPs causes the decrease or increase of the
threshold of the magnetic Fréedericksz transition [132, 133, 138–140]. It depends
on the anisotropy of diamagnetic susceptibility χa of the nematic liquid crystal and
also on initial mutual orientation of the nematic director n and the magnetic moment
m of the MPs. Podoliak et al. [141] and Buluy et al. [142] have studied both
experimental and theoretical the optical response of suspensions of ferromagnetic
nanoparticles in nematic LCs on the magnetic field (which finally leads to
a Fréedericksz transition). The authors have measured an additional, linear response

Fig. 8.17 Dependence of the
dimensionless reduced
capacitance of the liquid
crystal 6CHBT and 6CHBT
doped with rod-like particles
of different magnetic
particles’ volume
concentrations on the external
magnetic field
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in FNs at low magnetic fields, far below the threshold of Fréedericksz transition.
These results inspired us to perform the experimental study of the dielectric per-
mittivity response to low external magnetic fields (below 0.1 T). Our results in
study of composite systems based on LC 6CHBT doped with spherical, rod-like
MPs, single-wall carbon nanotubes (SWCNT), and SWCNT functionalized with
Fe3O4 nanoparticles have shown, that it is possible to increase the sensitivity of LCs
on the magnetic field not only in the high magnetic field region (order of several
Tesla) but also in the low-magnetic field region [131]. The volume concentrations
of MPs were ϕ1 = 10−4 and ϕ2 = 10−3. Magnetic Fréedericksz transition of
undoped 6CHBT starts at 2.63 T. Due to doping, the Fréedericksz threshold is
shifted to lower values, but it is still higher than 2 T.

Figure 8.18 shows the variation of the relative capacitance of the 6CHBT LC
and 6CHBT doped with various types of nanoparticles with volume concentration
ϕ = 10−4 as a function of the magnetic induction B in the low magnetic field range
(up to 0.1 T). It provides a clear evidence for a linear magnetic field dependence of
the capacitance in the region of low magnetic field. The FN suspensions may show
well measurable response in capacitance to the applied magnetic field, even much
below the magnetic Fréedericksz threshold independently of the type of the
nanoparticles. The higher sensitivity of these materials on low magnetic fields is
important for practical applications of FNs for example as sensors of magnetic field.

8.4 Conclusion

MNPs are undoubtedly interesting target of investigation due to their special
properties and promising application potential. In this chapter we shortly reviewed
the results of some studies implying magnetite nanoparticles (prepared by synthetic
or biological route) in biomedical application stressing the biocompatibility as an
important issue. Also in reviewed technical applications MNPs contributed to

Fig. 8.18 Dependence of
relative capacitance variation
on the external magnetic field
for undoped 6CHBT and
6CHBT doped with rod-like
nanoparticles, spherical Fe3O4

nanoparticles, SWCNT and
SWCNT/Fe3O4
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improvement of transformer oil dielectric properties or to higher sensitivity of
liquid crystals to external magnetic field. The results of conducted experiments are
encouraging for future outlook in this field of science.
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Chapter 9
Structure, Dynamics, and Thermodynamics
of Ferrofluids

Philip J. Camp

Abstract A survey of recent work on the structure, dynamics, and thermodynamics

of ferrofluids is given. The emphasis is on new theoretical descriptions and com-

puter simulations of simple models of colloidal ferromagnetic nanoparticles, but

some favourable comparisons with experiments are shown to justify the choices of

models. The survey summarises combined theoretical and computational studies of

field-induced microstructure in ferrofluids, magnetisation curves, static and dynamic

initial magnetic susceptibilities, thermodynamic properties, and sedimentation pro-

files.

9.1 Introduction

Ferrofluids contain colloidal magnetic nanoparticles, e.g. of magnetite (Fe3O4), sta-

bilised with simple surfactants like oleic acid or oleylamine, and dispersed in a non-

magnetic liquid like decalin or kerosene. Ferrofluids are technologically important,

finding application as heat-conduction and damping media, liquid sealants, lubri-

cants, and gas-fluidised beds [1]. In biomedicine, water-based magnetic liquids are

used in tumour detection and destruction, targeted drug delivery, and magnetic res-

onance imaging [2, 3]. Ferrofluids are also ‘simple’ model polar liquids, in which

magnetic dipole-dipole and dipole-field interactions play dominant roles [4]. The

short-range interactions can be tuned in the normal way with steric stabilisers, and

in the case of aqueous ferrofluids, added salt.

At PLMMP 2005 in Kyiv, I had the good fortune of meeting Alexey Ivanov,

Ekaterina Elfimova, and Sofia Kantorovich from the Ural Federal University (for-

merly the Ural State University) in Ekaterinburg, Russia. In the following decade,
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the Ekaterinburg and Edinburgh teams have developed a broad range of theoret-

ical and simulation techniques to describe ferrofluids, all based on rather simple

coarse-grained models (Sect. 9.2). On the theoretical side, new statistical mechan-

ical approaches have been established, such as the modified mean-field theory of

the magnetic response, and the logarithmic free-energy theory of the thermody-

namic properties. On the simulation side, Monte Carlo and molecular dynamics tech-

niques have been developed to test the theoretical predictions. In this contribution, a

selective summary of recent results will be presented, with emphasis on understand-

ing experimental measurements. Examples will include field-induced microstructure

(Sect. 9.3), the magnetisation curve (Sect. 9.4), initial and dynamic magnetic sus-

ceptibilities (Sect. 9.5), thermodynamic properties with and without applied fields

(Sect. 9.6), and sedimentation profiles in monodisperse and polydisperse ferrofluids

(Sect. 9.7).

9.2 Simple Models of Ferrofluids

A schematic diagram of a spherical colloidal ferromagnetic particle is shown in

Fig. 9.1. The magnetic core diameter is x, and assuming that the particle is homoge-

neously magnetised, the magnetic dipole moment is 𝜇 = 𝜋Msx3∕6 where Ms is the

saturation magnetisation, usually taken to be the bulk value. The particle is sterically

stabilised with a layer of surfactant molecules of thickness 𝛿, such that the effective

particle diameter is 𝜎 = x + 2𝛿. The particles are immersed in a simple liquid char-

acterised by regular parameters such as the density and the viscosity 𝜂. For small

single-domain ferromagnetic particles, the dipole moment has two equally probable

orientations in opposite directions along the magnetisation easy axis, and the associ-

ated switching between these two directions is called Néel relaxation. The time scale

for this relaxation is 𝜏N = 𝜏0 exp (KV∕kBT) where 𝜏0 ∼ 10−9 s, K is the anisotropy

constant (a material parameter), and V = 𝜋x3∕6 is the magnetic core volume. For

larger particles, 𝜏N exceeds the timescale for Brownian rotation 𝜏B = 3V𝜂∕kBT ,

and so the dipole moment changes direction mainly by particle rotation. For mag-

netite in kerosene at room temperature (T = 293 K) the crossover between the Néel

Fig. 9.1 Schematic diagram

of a sterically stabilised

ferromagnetic nanoparticle

with magnetic core diameter

x (shown in red), steric layer

thickness 𝛿 (shown in green),

and effective hard-core

diameter 𝜎 = x + 2𝛿

δ

xμσ

δ
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and Brownian regimes is at about 10 nm, and for 16 nm particles, 𝜏N ∼ 1 s and

𝜏B ∼ 10−6 s [1].

The magnetic field at any point outside of a homogeneously magnetised sphere is

identical to that produced by a central point dipole [5], and the magnetic interaction

between two such spheres is identical to the interaction between two point dipoles

(see [6] for a pedagogical derivation). The magnetic dipole-dipole interaction energy

is

ud(r,𝝁i,𝝁j) =
𝜇0
4𝜋

[ (𝝁i ⋅ 𝝁j)

rij3
−

3(𝝁i ⋅ rij)(𝝁j ⋅ rij)

rij5

]
(9.1)

where r is the separation vector,𝝁i is the dipole moment on particle i, and 𝜇0 is the

vacuum magnetic permeability. There are various choices of short-range potential.

The simplest choice is the hard-sphere (HS) potential, given by

uHS(r) =
{

∞ r < 𝜎

0 r ≥ 𝜎
(9.2)

where r = |r|. Another popular choice is the Lennard-Jones (LJ) potential

uLJ(r) = 4𝜖
[(

𝜎

r

)12
−
(
𝜎

r

)6
]

(9.3)

which contains an attractive component. The combination of the dipolar and LJ

potentials is called the Stockmayer model [7]. A convenient, purely repulsive poten-

tial for molecular dynamics simulations is the Weeks-Chandler-Andersen (WCA)

potential

uWCA(r) =
{

uLJ(r) − uLJ(rc) r < 21∕6𝜎
0 r ≥ 21∕6𝜎 (9.4)

which is effectively the LJ potential cut and shifted at its minimum. All of these

short-range potentials are characterised by the effective particle diameter 𝜎. This

allows various physically meaningful parameters to be defined. The dipolar coupling

constant is given by

𝜆 =
𝜇0
4𝜋

(
𝜇
2

kBT𝜎3

)
(9.5)

and it characterises the strength of the dipole-dipole interactions as compared to the

thermal energy kBT . For magnetite nanoparticles with x = 10 nm and Ms = 4.8 ×
105 A m

−1
, the dipole moment is 𝜇 = 2.5 × 10−19 A m

2
. Assuming a typical value

of 𝛿 = 2 nm for the thickness of the non-magnetic steric layer (e.g., oleic acid) the

hard-core diameter is 𝜎 = 14 nm, and at room temperature (T = 293 K) the dipolar

coupling constant is 𝜆 ≃ 0.6. The concentration of a ferrofluid is 𝜌 = N∕V , where N
is the number of particles and V is the volume. In reduced units, this is expressed as

𝜌
∗ = 𝜌𝜎

3
. (9.6)
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A more intuitive measure is the volume fraction, given by

𝜑 = 𝜋𝜌
∗

6
. (9.7)

For real ferrofluids,𝜑 ∼ 0.1, although concentrations of up to𝜑 ∼ 0.5 are possible in

highly polydisperse samples. Ferrofluids are useful precisely because their properties

can be switched with the application of magnetic fields. The strength of the particle-

field interaction is measured by the Langevin parameter

𝛼 =
𝜇0𝜇H
kBT

(9.8)

where H is the external magnetic field strength. For the 10 nm magnetite nanopar-

ticles considered above, 𝛼 = 1 corresponds to an external magnetic field H ≃ 1.3 ×
104 A m

−1
.

9.3 Ferrofluid Microstructure

The lowest-energy arrangement of a pair of dipolar spheres is the nose-to-tail parallel

(→→) configuration. The ground-state configuration of four or more dipolar spheres

is a ring [8]. At low temperatures, chains are common structural motifs because they

also have very low energy, but higher entropy than rings. It is also possible to observe

branching points, where a particle is connected to three or four near neighbours

[9, 10]. All of these structures have been observed in experiment and in simulations.

Experimentally, ferrofluid structure can be observed using cryogenic transmission

electron microscopy [11–14]. In simulations at low temperature (𝜆 ≥ 4) chains are

dominant at moderate concentrations [15–17], while rings are the most common

structural motif at very low concentrations [18]. At higher concentrations, clusters

give way to ‘normal’ dense-liquid structures. It is also thought that spontaneously

magnetised fluid domains can form at low temperatures and high concentrations

[19–24].

Ferrofluids undergo field-induced structuring, with chain-like clusters aligning

and growing in the field direction. In recent work, the growth of chain-like orienta-

tional correlations was studied using theory and Monte Carlo computer simulations

[25, 26]. The theoretical approach is based on a virial expansion of the pair distrib-

ution function

g(r, 𝜃) =
∞∑
k=0

∞∑
l=0

𝜑
k
𝜆
l
𝛽kl(r, 𝜃) (9.9)

where the coefficients 𝛽kl are functions of the interparticle separation r, and the angle

of the separation vector r with the applied magnetic field H, i.e., r ⋅H = rH cos 𝜃.

Figure 9.2a, c shows typical results for g(r, 𝜃) in a monodisperse fluid of dipolar



9 Structure, Dynamics, and Thermodynamics of Ferrofluids 189

1.0 1.5 2.0 2.5 3.0 3.5
r / σ

0

1

2

3

4

5

g(
r,θ

)

θ=π/2

θ=0

(a) α = 0

0 4 8 12 16
kσ

0.0

0.5

1.0

1.5

2.0

2.5

3.0

S(
k)

k||

k⊥

(b) α = 0

1.0 1.5 2.0 2.5 3.0 3.5
r / σ

0

1

2

3

4

5

g(
r,θ

)

θ=0

θ=π/2

(c) α = 5

0 4 8 12 16
kσ

0.0

0.5

1.0

1.5

2.0

2.5

3.0

S(
k)

k||

k⊥

(d) α = 5

Fig. 9.2 Pair distribution function g(r, 𝜃) (a) and (c) and structure factor S(k) (b) and (d) for a

monodisperse fluid of dipolar hard spheres with 𝜆 = 1, 𝜑 = 0.1, and 𝛼 = 0 (a) and (b) and 5 (c)

and (d). The results for 𝜃 = 0 and k∥ are shifted up by one unit for clarity

hard spheres with 𝜆 = 1, 𝜑 = 0.1, and 𝛼 = 0 and 5 [25]. (𝛼 = 5 corresponds to a

ferrofluid magnetisation of about 80% of the saturation value—see Sect. 9.4.) Note

that g(r, 𝜃) = 0 for r < 𝜎. The theoretical curves correspond to a truncation of 9.9,

keeping only the terms 𝛽00 (the hard-sphere pair distribution function from Percus-

Yevick theory [27]), 𝛽01, 𝛽02, 𝛽11, and 𝛽12. Hence, only terms of orders up to 𝜑 and 𝜆
2

are retained. The truncation in 𝜑 means that only the effects of a third particle on the

pair distribution function are considered. The results show the growth in positional

correlations in the direction parallel to the field (chain-like ordering) while in the

perpendicular direction, there is a decrease in structure due to there being no lateral

ordering of chain-like clusters. In neutron-scattering experiments it is possible to

detect field-induced ordering by measuring the structure factor S(k) at wavevectors

k both parallel and perpendicular to the field direction [28–32]. g(r, 𝜃) and S(k) are

related by a Fourier transform, and Fig. 9.2b, d shows comparisons of the structure

factor of the same ferrofluid from theory and simulation. Since the theory is trun-

cated at the three-body level, correlations beyond r ≥ 2𝜎 will not be described very

accurately, and hence the theoretical structure factor will be inaccurate for k𝜎 ≤ 𝜋.

These portions of S(k) are shown as dashed lines. This limitation notwithstanding,

the increase in structure parallel to the field, and the decrease in structure perpen-
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dicular to the field, are described quite faithfully in the region of the primary peak

(k𝜎 ≃ 2𝜋) by the simple virial expansion. This type of analysis has also been applied

to the more complex situation of a bidisperse ferrofluid, in describing all of the pair

distribution functions and structure factors connecting small and large dipolar parti-

cles [26].

9.4 Magnetisation Curve

The magnetisation curve M(H) is a very important property of a ferrofluid. Asso-

ciated with that is the initial susceptibility, which will be considered separately in

Sect. 9.5. The magnetisation curves of condensed matter have been studied for more

than 100 years, beginning with Langevin’s theory of non-interacting particles [33]

which gives

ML(H) =
(
N𝜇
V

)(
coth 𝛼 − 1

𝛼

)
. (9.10)

As mentioned above in Sect. 9.3, when 𝛼 = 5, ML(H) ≃ 0.8Nµ∕V . For real ferroflu-

ids, the non-interacting particle picture is inaccurate, particularly in weak fields,

where the particle-particle interactions are at least as important as the particle-field

interactions. There are many schemes for taking account of the interparticle inter-

actions, including Weiss mean-field theory [34, 35], integral equations [36, 37],

thermodynamic perturbation theory [38, 39], so-called modified mean-field theories

[40, 41], Mayer cluster expansions [42–44], and density functional theory [45–47].

One of the most successful theories is the second-order modified mean-field (MMF2)

theory, which is based on an expansion of the pair correlation function in terms of

𝜑 and 𝜆, and its connection through the Yvon-Born-Green hierarchy [27] with the

one-particle density, from which the magnetisation can be computed. The key result

is that the magnetisation curve can be expressed by a Langevin-type expression but

with an effective field Heff modified by the contributions from the other particles.

M(H) = ML(Heff ) (9.11)

The effective field is of course given by an expansion, which at the MMF2 level is

Heff = H + 1
3
ML(H) + 1

144
ML(H)

dML(H)
dH

+… (9.12)

The MMF2 has been tested critically against both experimental and simulation data

for polydisperse ferrofluids [48, 49]. The particle-size distribution p(x) is generally

unknown, but the accuracy of the theory can be assessed by fitting the distribution

to experimental data, and then checking the theory against essentially exact sim-

ulations with the fitted particle-size distribution. Crucially, experimental data are

available for ferrofluids prepared at various concentrations by dilution of the same
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high-concentration stock suspension. This means that, at the very least, an accurate

theory should give the same particle-size distribution at each concentration. The

particle-size distribution is conveniently expressed in terms of a Γ-distribution with

only two parameters, a and x0:

p(x) =
xa exp (−x∕x0)
xa+10 Γ(a + 1)

. (9.13)

Interestingly, of all of the approaches mentioned above, only the MMF2 theory gives

the same fitted parameters over all concentrations. For the particular ferrofluid under

consideration [48, 49], a = 4.95 and x0 = 1.23 nm, with a mean magnetic-core diam-

eter of (a + 1)x0 = 7.32 nm, and polydispersity

√⟨x2⟩ − ⟨x⟩2)∕⟨x⟩ = 0.41. The qual-

ity of the fits is illustrated in Fig. 9.3, which shows M(H) for ferrofluid samples with

saturation magnetisations M(∞) = 5.0, 7.8, 11.2, 16.9, 25.3, 37.8, and 57.0 kA m
−1

(in order of increasing particle concentration). The agreement between theory, exper-

iment, and simulation is excellent in all cases, and over the full range of magnetic

field.
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Fig. 9.3 Magnetisation curves for a polydisperse ferrofluid from theory (lines), experiment (filled

points), and simulation (unfilled points): a low-field behaviour H = 0–80 kA m
−1

; b full magneti-

sation curve H = 0–800 kA m
−1

. The curves are labelled with the saturation magnetisation M(∞)
in units of kA m

−1
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9.5 Magnetic Susceptibility

9.5.1 Static Susceptibility

The initial magnetic susceptibility is an important material parameter, and is

defined by

𝜒 =
(
𝜕M
𝜕H

)
H=0

. (9.14)

The Langevin susceptibility 𝜒L is easily determined from the corresponding mag-

netisation curve in 9.10:

𝜒L =
N𝜇0𝜇

2

3VkBT
= 4𝜋𝜌∗𝜆

3
= 8𝜑𝜆. (9.15)

As with the magnetisation curve, this is going to be a very poor approximation for any

real ferrofluid. The MMF theories provide a framework for introducing interparticle

interactions. At the MMF2 level, the expression for the initial susceptibility is [41]

𝜒 = 𝜒L

(
1 + 1

3
𝜒L +

1
144

𝜒
2
L

)
(9.16)

while at the MMF1 level, the last term in brackets is omitted. Since 𝜒L ∝ 𝜑𝜆, it

is clear that the MMF theories correspond to retaining only those terms of order

𝜑𝜆, (𝜑𝜆)2, and (𝜑𝜆)3. In principle, additional terms of different orders should be

included. For example, the first correction to the MMF1-level term gives

𝜒 = 𝜒L

[
1 + 1

3
𝜒L

(
1 + A

25
𝜆
2
)
+ 1

144
𝜒
2
L

]
(9.17)

where A is a parameter depending only on the short-range potential and the tem-

perature. For hard spheres, A = 1, while for the WCA potential at a temperature

kBT∕𝜖 = 1, A = 0.943 [41]. Equation 9.17 now contains terms of order 𝜑
2
𝜆
4
, and

hence will be referred to as MMF2 + 𝜑
2
𝜆
4
. Figure 9.4a shows the magnetic suscep-

tibility of a monodisperse fluid of dipolar WCA particles at temperature kBT∕𝜖 = 1
[50]. The points are from Brownian dynamics simulations under two sets of condi-

tions: 𝜆 = 1 and at various concentrations; and 𝜑 = 0.105 and with various dipolar

coupling constants. The data are shown on the same scale by plotting 𝜒 as a function

of the Langevin susceptibility 𝜒L given in 9.15. Several theoretical curves are shown:

the Langevin model; the MMF1 theory; the MMF2 theory; the MMF2 + 𝜑
2
𝜆
4

the-

ory at fixed 𝜆 = 1; and the MMF2 + 𝜑
2
𝜆
4

theory with 𝜆 = 𝜒L∕8𝜑 and 𝜑 = 0.105.

The results show that the MMF1 theory and the MMF2 theory are very similar, and

in good agreement with the simulation results with 𝜆 = 1 over the whole range of

𝜒L and hence 𝜑. The MMF1 and MMF2 theories are not as accurate with 𝜑 = 0.105
and with large values of 𝜆, but by including the extra term of order 𝜑

2
𝜆
4

in 9.17, the
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Fig. 9.4 a Initial magnetic susceptibility 𝜒 for a monodisperse fluid of dipolar WCA particles at

kBT∕𝜖 = 1. The filled circles and unfilled squares are from Brownian dynamics simulations with

𝜆 = 1 (and various concentrations) and at 𝜑 = 0.105 (with various dipolar coupling constants),

respectively. The lines represent various theories—see text. b Magnetic susceptibility spectra 𝜒(𝜔)
for dipolar WCA particles at 𝜑 = 0.105 and with 𝜆 = 1.5 (𝜒L = 1.26) (filled points and solid lines),

and at 𝜑 = 0.105 and with 𝜆 = 3.0 (𝜒L = 2.51) (unfilled points and dashed lines). The real and

imaginary parts from simulations are shown as black circles and red squares, respectively, and the

corresponding theoretical predictions are shown in black and red lines, respectively

agreement is greatly improved. These theories have been applied successfully to the

description of real polydisperse ferrofluids [48, 49, 51], and extended to treat dense

materials with record-breaking initial susceptibilities approaching 100 [52, 53]. An

unusual situation occurs in low-concentration ferrofluids at very low temperature,

where ring formation leads to flux closure and hence a dramatic drop in 𝜒 ; this sit-

uation can be described using a cluster model [54].

A few comments are in order to put the current results in to context with well-

known results for electrically polar liquids [27, 55]. The electrical analogue of the

static susceptibility 𝜒 is (𝜀 − 1), where 𝜀 is the static dielectric constant. The dielec-

tric constant of a spherical sample surrounded by a continuum with dielectric con-

stant 𝜀
′

is given by [56, 57]

(𝜀 − 1)(2𝜀′ + 1)
(𝜀 + 2𝜀′)

= 3ygK (9.18)

where y = 𝜌𝜇
2∕9𝜀0kBT , 𝜀0 is the vacuum permittivity, and gK = ⟨M2⟩∕N𝜇2

is the

Kirkwood factor. gK is determined by the correlations between particles, and is equal

to

gK = 1 +
∫

dr
∫

de1
∫

de2h(r, e1, e2)(e1 ⋅ e2) (9.19)
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where𝝁i = 𝜇ei, ei is the unit orientation vector for particle i, and h(r, e1, e2) is the pair

correlation function. The dielectric constant should not depend on the sample geom-

etry and surroundings, which implies that both gK and h depend on sample details

[27]. It is interesting to note the various predictions of 9.18 in the absence of any ori-

entational correlations between particles (gK = 1), and with the magnetic equivalent

of y being
1
3
𝜒L. If 𝜀

′ = 1 (vacuum surroundings) then 9.18 gives, in the magnetic pic-

ture, 𝜒∕(𝜒 + 3) = 1
3
𝜒L, and hence 𝜒 = 𝜒L∕(1 −

1
3
𝜒L) = 𝜒L(1 +

1
3
𝜒L +

1
9
𝜒
2
L +…).

The first and second terms in brackets are exact, while the third is merely of the cor-

rect sign. This is the Weiss (or Debye) mean-field model in which the effective field

experienced by the particles is Heff = H + 1
3
M, with M determined self-consistently

from the Langevin formula (9.11) [34, 35]. The theory also predicts a divergence in

𝜒 at 𝜒L = 3, signalling a spontaneous transition to a ferromagnetic state which has

not been observed experimentally. In the Onsager-Kirkwood model 𝜀
′ = 𝜀 [58, 59]

and hence the magnetic equivalent is 𝜒(2𝜒 + 3)∕(𝜒 + 1) = 3𝜒L. This gives for the

susceptibility 𝜒 = 𝜒L(1 +
1
3
𝜒
2
L −

1
9
𝜒
2
L +…); the third term in the brackets is of the

wrong sign [60]. Finally, when 𝜀
′ = ∞, the result is simply 𝜒 = 𝜒L. Nonetheless,

this last case provides the most convenient expression for 𝜒 given the appropriate

virial expansion of h and hence gK [61–64], and it also corresponds directly to the

conducting boundary conditions that are most often used in computer simulations.

This discussion shows that there are many ways to approach the calculation of 𝜒 ,

and that the results are often complicated and substantially different for a given level

of approximation. The conclusion is that the MMF2 approach—and extensions of

it—provides a convenient and accurate means of describing the static susceptibility

of real ferrofluids based only on knowledge of 𝜒L.

9.5.2 Dynamic Susceptibility

The dynamic initial magnetic susceptibility—or magnetic susceptibility spectrum

𝜒(𝜔)—is important for determining the dissipation of heat in ferrofluids subject

to AC magnetic fields. The power dissipation is proportional to the square of the

imaginary (or out-of-phase) part of the spectrum, 𝜒
′′(𝜔) [65]. This physical effect

is utilised in hyperthermia treatments of tumours [2, 3, 66–68]. In the Brownian

relaxation regime (as opposed to the Néel relaxation regime described in Sect. 9.2)

the orientational dynamics of a single isolated dipolar particle are described by the

Fokker-Planck equation [69, 70]

1
Dr

𝜕W
𝜕t

= 1
sin 𝜃

𝜕

𝜕𝜃

[
sin 𝜃

(
𝜕W
𝜕𝜃

+ W
kBT

𝜕U
𝜕𝜃

)]
(9.20)

where Dr = kBT∕𝜋𝜂𝜎3
is the rotational diffusion coefficient, W(𝜃, t) is the one-

particle probability density of the orientation of the dipole moment, and 𝜃 is the

angle between the dipole moment and the applied AC field. The dipole-field inter-

action energy is
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U
kBT

= −
𝜇0[𝝁 ⋅H(t)]

kBT
= −𝛼(cos 𝜃)e−i𝜔t. (9.21)

The Fokker-Planck equation is easily solved in the weak-field case (𝛼 → 0, corre-

sponding to the initial or linear-response regime) to give W, from which the mag-

netisation response M(t) can be determined. The proportionality between M(t) and

H(t) is the frequency-dependent initial susceptibility 𝜒(𝜔). For a single isolated par-

ticle, the real part [𝜒
′(𝜔)] and imaginary part [𝜒

′′(𝜔)] are given by the familiar Debye

expressions

𝜒
′
D(𝜔) =

𝜒L

1 + (𝜔𝜏B)2
(9.22)

𝜒
′′
D (𝜔) =

𝜒L𝜔𝜏B

1 + (𝜔𝜏B)2
(9.23)

where 𝜏B = 1∕2Dr is the Brownian rotation time. To take account of interactions

between particles, a similar approach to that outlined in Sect. 9.4 is taken. The effec-

tive magnetic field felt by a single particle is the sum of the applied external field

and the contribution from all of the other particles. At the MMF1 level, this effective

field gives an interaction energy equal to [71]

U
kBT

= −
𝜇0[𝝁 ⋅Heff (t)]

kBT
= −𝛼(cos 𝜃)e−i𝜔t

[
1 + 1

3
𝜒D(𝜔)

]
. (9.24)

Substituting this interaction energy in to the Fokker-Planck equation gives the result

𝜒
′(𝜔) = 𝜒

′
D(𝜔) +

1
3

{[
𝜒
′
D(𝜔)

]2 − [
𝜒
′′
D (𝜔)

]2}
(9.25)

𝜒
′′(𝜔) = 𝜒

′′
D (𝜔)

[
1 + 2

3
𝜒
′
D(𝜔)

]
. (9.26)

Figure 9.4b shows magnetic susceptibility spectra for dipolar WCA particles at

kBT∕𝜖 = 1 and fixed concentration 𝜑 = 0.105, from Brownian dynamics simula-

tions and the dynamical MMF1 theory [50, 72]. Two sets of data are shown: one

with 𝜆 = 1.5 (or 𝜒L = 1.26) which is in the regime where the MMF1-level theory

for the zero-frequency susceptibility 𝜒
′(0) is accurate; and the other with 𝜆 = 3.0

(or 𝜒L = 2.51) which is beyond the regime where MMF1 theory is expected to

work. Firstly, the simulation results show that the peak frequency decreases with

increasing dipolar interaction strength. This is due to the growth of chain-like corre-

lations between particles, and the associated ‘slowing down’ of the rotational motion

of small clusters. Secondly, the simulation results with 𝜒L = 1.26 are rather well

described by the dynamical MMF1 theory, which gets right both the zero-frequency

susceptibility 𝜒
′(0) and the position of the peak in 𝜒

′′(𝜔). Finally, there are sub-

stantial deviations between simulation and theory in the strong-interaction case

(𝜒L = 2.51) due to the truncation of the effective-field term in 9.24. In principle,



196 P. J. Camp

there should be additional terms akin to those in 9.12 and 9.17. This is an ongoing

problem. As tested against experimental data for real, polydisperse ferrofluids, the

dynamical MMF1 theory does rather well [71, 73].

9.6 Thermodynamic Functions

9.6.1 Free Energy and Equation of State

The thermodynamic properties of colloidal suspensions are of huge interest and

importance. Central to all equilibrium thermodynamics is the Helmholtz free energy

F. If F is known as a function of concentration and temperature, then all other ther-

modynamic functions can be determined using standard relations. It can also be used

to examine inhomogeneous systems, within the bounds of the local-density approx-

imation: see Sect. 9.7 for examples. There are many ways of estimating F, but a

recently proposed route has proven to be particularly simple and effective—the so-

called logarithmic free-energy theory. The standard virial expansion of F is [27]

F = Fid + NkBT
∞∑
n=1

1
n
Bn+1𝜑

n
(9.27)

where Bn is the nth virial coefficient. For dipolar particles, and accounting for the

possibility of applying an external magnetic field, the expressions for the second and

third virial coefficients are as follows [74].

B2 = −1
2 ∫

dr12⟨f12⟩ (9.28)

B3 = −1
3 ∫

dr12
∫

dr13⟨f12f23f13⟩
+
∫

dr12
∫

dr13
[⟨f12⟩⟨f13⟩ − ⟨f12f13⟩] (9.29)

fij = [exp (−uij∕kBT) − 1] is the Mayer f -function between particles i and j, where

uij is the total pair potential. The angled brackets denote an orientational average

weighted by the Boltzmann factor involving the particle-field interaction energies

for each of the particles, e.g.,

⟨f12⟩ =
(

𝛼

4𝜋 sinh 𝛼

)2

∫
de1

∫
de2 f12 exp

(
𝛼 cos 𝜃1 + 𝛼 cos 𝜃2

)
(9.30)

where 𝜃 is the angle between e and the applied field. The expression for B2 is stan-

dard, but the expression for B3 contains an extra (second) term which is not often

included in textbook derivations. If the external field is zero or infinity (meaning
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Fig. 9.5 a The difference in Helmholtz free energy between that of the dipolar hard-sphere model

with dipolar coupling constant 𝜆 and that of the hard-sphere model (𝜆 = 0). The points are from

Monte Carlo simulations (MC), the dotted lines are from the original virial expansion (VE), and

the solid lines are from the logarithmic free-energy theory (LFE). b The compressibility factor

PV∕NkBT for the dipolar hard-sphere model in an applied field, with 𝜆 = 1 and 𝛼 = 5. The points

are from Monte Carlo simulations (MC), the dotted line is from the perturbed virial expansion

(PVE), and the solid line is from the logarithmic free-energy theory (LFE)

𝛼 = 0,∞) then the ‘fluctuation’ term in square brackets disappears. But for all other

finite field strengths, this term is non-zero, and typically represents about 10% of

the total value of B3. From the theoretical point of view, the calculation of virial

coefficients is arduous. In the case of dipolar particles in zero field, it is possible

to determine B2 and B3 rather accurately as expansions in powers of 𝜆, up to about

𝜆 ≃ 4 [75]. In the presence of a field, these expansions involve additional compli-

cated functions of 𝛼, and the range is currently limited to 𝜆 ≤ 2. The validity and

range of application of these expansions have been tested using numerical data from

Mayer-sampling Monte Carlo calculations [74, 75].

The virial expansion is slow to converge, if at all. Given that higher order virial

coefficients are rarely available, one way of extending the virial-expansion approach

is to write a so-called perturbed virial expansion in the form

F = Fref + NkBT
∞∑
n=1

1
n
𝛥Bn+1𝜑

n
(9.31)

where Fref is the free energy of a well-characterised reference system such as the

hard-sphere fluid, and 𝛥Bn is the difference in virial coefficients between the system

of interest and the reference system. This follows closely an idea by Nezbeda and

co-workers who wrote a similar expression for the pressure [76–78]. Going one step

further, remembering that F is proportional to the logarithm of the partition function,
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the logarithm can be ‘put back in’ by writing [74, 75]

F = Fref − NkBT ln

(
1 +

∞∑
n=1

1
n
In+1𝜑n

)
(9.32)

where the coefficients In must reproduce the perturbed virial expansion as a Maclau-

rin series in 𝜑. The first two coefficients are I2 = −𝛥B2 and I3 = −𝛥B3 + 𝛥B2
2. The

benefit of this logarithmic free-energy expression is that an expansion of the log-

arithm generates terms of all orders in 𝜑, and so higher-order terms in the virial

expansion are generated, albeit approximately. For the dipolar hard-sphere model,

9.27, 9.31, and 9.32 have been tested critically against the results of Monte Carlo sim-

ulations [75]. Figure 9.5a shows a comparison between the simulation results and the

predictions of the virial expansion and the logarithmic free-energy theory with B2,

B3, and B4 represented as polynomial expansions. Results are shown over a broad

range of concentration 0 ≤ 𝜑 ≤ 0.5, and with dipolar coupling constants 𝜆 = 1–4.

With 𝜆 = 1–3, the logarithmic free-energy theory is in excellent agreement with

simulation results. The original virial expansion is only accurate at very low con-

centrations. With 𝜆 = 4, neither of the theories is particularly good, although this is

at the onset of the chaining regime (see Sect. 9.3) and so any theory limited to two-,

three-, or four-particle correlations is always going to struggle. The same method-

ology can be applied to systems in the presence of a field. Figure 9.5b shows the

compressibility factor PV∕NkBT , with the pressure given by P = −(𝜕F∕𝜕V)T . The

predictions of the perturbed virial expansion and the logarithmic free-energy theory

are compared to the results from Monte Carlo simulations with 𝜆 = 1 and 𝛼 = 5 [74].

The same expressions for the second and third virial coefficients are used in the two

theories. The agreement with simulation clearly shows the substantial benefit of the

logarithmic formulation.

The logarithmic free-energy approach has been applied successfully to osmotic

equations of state measured in ultracentrifugation experiments [75, 79, 80] and to

the Stockmayer fluid [81]. Since the virial coefficients and the free energy are known

as functions of the applied field, it is possible to determine the magnetisation curves,

although the approach is not as good as the MMF2 theory [74]. The thermodynamic

theory has also been used to great effect in the analysis of sedimentation profiles;

this is discussed in Sect. 9.7.

9.6.2 Phase Diagram

The phase diagram of strongly interacting dipolar particles is a vast topic in its own

right. In 1970 de Gennes and Pincus predicted that the phase diagram of purely dipo-

lar particles (with no additional attractive interactions) would be very similar to that

of a simple atomic fluid [82]. The argument put forward was that the leading-order

term in the orientationally averaged potential of mean force is attractive and propor-
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tional to 1∕r6. In combination with a simple short-range repulsive interaction, this

would indeed give rise to distinct liquid and vapour phases. A more detailed analysis

suggests that the vapour-liquid critical point should belong to the Ising universality

class [83]. All standard approaches to the vapour-liquid transition—thermodynamic

perturbation theory, integral equations, logarithmic free-energy theory, etc.—predict

a vapour-liquid critical point in the region of 𝜆 = 3–4. As discussed in Sect. 9.3, this

is roughly where particle clustering begins. It appears from computer simulations

that cluster formation does indeed interfere with phase separation, either through

chaining [84, 85] or ring formation [86]. In either scenario, computer simulations

are somewhat limited, in that the system sizes currently accessible are not very large

as compared to the likely density-density correlation lengths between clusters. If

there were a condensation transition of chains or rings driven by weak cluster-cluster

interactions, then simulations of relatively small systems would not be able to accom-

modate the density fluctuations associated with a nearby critical point. From the

practical point of view, a transition can be brought in to existence with very small

perturbations to the system, e.g., contributions from higher multipole moments [87],

added non-polar particles [88], and very weak additional isotropic interactions [89–

91]. To sum up, on the basis of computer simulation results, it would appear that

there is no vapour-liquid phase transition driven purely by dipolar interactions. The-

ories can always be constructed that mirror the current simulation results [9, 92, 93],

but it remains an open theoretical challenge to prove that a dipole-driven transition

does not exist, or if it does exist, then to predict under what physical conditions it

can be observed.

9.7 Sedimentation

In this final section, the influence of thermodynamics on structure will be exam-

ined in the context of sedimentation profiles. Under certain conditions that are usu-

ally met in normal colloidal suspensions [94–96], analytical (ultra) centrifugation

experiments provide a direct link between the concentration profile and the osmotic

equation of state, and hence the thermodynamics. As mentioned in Sect. 9.6, such

experiments on ferrofluids have provided equations of state that could be compared

directly with theory and simulation [79, 80]. The key relation linking the gradient

diffusion and sedimentation of particles in suspension is

− G = 1
kBT

(
𝜕𝜇

𝜕𝜑

)
d𝜑
dz

(9.33)

where G−1
is the usual gravitational length (a function of the particle size, the parti-

cle and liquid mass densities, and the temperature), z is in the direction of increasing

gravitational potential, and 𝜇 = (𝜕F∕𝜕N) is the chemical potential (not to be con-

fused with the dipole moment). This expression—corresponding to the local-density
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Fig. 9.6 a Volume-fraction profiles for small particles 𝜑s(z) and large particles 𝜑l(z), and the

total volume-fraction profile 𝜑s(z) + 𝜑l(z), in a bidisperse dipolar hard-sphere model—see text for

parameters. The points are from Monte Carlo simulations and the lines are from theory. b Local

susceptibility profile in a 60 mm section of a real polydisperse ferrofluid (points) with theoretical

fits using a monodisperse model (dotted red line) and a bidisperse model (solid black line)

approximation—is only reliable if the gravitational length is large compared to the

particle size, so that particle layering is absent. From the theoretical standpoint, the

chemical potential can be obtained from the logarithmic free-energy theory from

Sect. 9.6, and then 9.33 can be integrated to yield the concentration profile 𝜑(z).
Experimentally, the concentration profile in ferrofluids can be measured using either

the optical transmission [79, 80] or the local susceptibility [97]; in the latter case,

𝜑(z) can be obtained from 𝜒(z) using a relation such as 9.16.

In recent work, the theoretical approach was validated against precise Monte

Carlo simulation results, and applied to the analysis of experimental measurements

[98]. Figure 9.6a shows a comparison of concentration profiles in a bidisperse fer-

rofluid consisting of a mixture of ‘small’ (s) particles with diameter 𝜎s, dipolar cou-

pling constant 𝜆s = 1, and gravitational length G−1
s = 20𝜎s, and ‘large’ (l) particles

with 𝜎l = 1.25𝜎s, 𝜆l = 1.95, and G−1
l = 10.2𝜎s. The surface concentrations were

ns𝜎2
s = 13.4 and nl𝜎2

s = 2.9, respectively. Equation 9.33 can easily be extended to

mixtures of particles, and using a suitably generalised logarithmic free-energy the-

ory with B2 and B3 as inputs, the predicted concentration profiles are in excellent

agreement with those measured in simulations. Figure 9.6b shows the initial mag-

netic susceptibility profile for a real polydisperse ferrofluid, along with best fits with

either a monodisperse or bidisperse model for the fluid. The fit parameters are the

magnetic-core diameters and the relative concentrations of small and large particles;

the overall content of magnetic material is fixed. The link between 𝜑(z) and 𝜒(z)
is made at the MMF2 level. It is easy to explain why the bidisperse model gives

the correct sharp rise in 𝜒(z) near the bottom of the profile. Figure 9.6a shows that

large particles are localised near the bottom of the sample, and the large particles
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have larger susceptibility by virtue of the larger dipole moment. Hence, the total

susceptibility profile in a bidisperse system shows a sharper drop with increasing

height than does a monodisperse system. In general, it is rather difficult to determine

the particle-size distribution p(x) without making some assumptions about the pre-

cise mathematical form, but even a two-component model is sufficient to capture the

major effects of polydispersity [26, 99, 100].

9.8 Conclusions

In this contribution, a very brief and necessarily selective survey is made of theoret-

ical and computational work on the structural, magnetic, thermodynamic, and sed-

imentation properties of ferrofluids carried out as a collaboration between groups

in Edinburgh and Ekaterinburg. In all cases, statistical-mechanical theory is com-

bined with simple models of colloidal magnetic nanoparticles to give insights on the

links between microscopic and macroscopic properties of fluids governed by strong

dipole-dipole interactions. For well-defined models, simulations provide critical and

well-controlled tests of theory. Favourable comparisons with experiments show that

the models adopted provide faithful descriptions of reality.

Not only are the theoretical results applicable to ferrofluids, but with suitable

extensions, they could apply to a broader class of molecular materials with elec-

tric dipole moments. The theoretical methods can also be applied to suspensions

of magnetic particles with non-spherical magnetic cores and/or anisotropic interac-

tions [101], and this is a rapidly growing area in the field of magnetic fluids. Mag-

netic particles with rod-like [102], ellipsoidal [103], and even cubic [104] shapes

can all be synthesised. The effective interactions between these types of particles are

substantially different from those given by 9.1–9.4, and are not so easily expressed.

Nonetheless, computational studies on elongated magnetic particles [101] and mag-

netic cubes [105] predict highly non-trivial ground-state structures. Anisotropy in

the short-range interactions can alter the ground-state conformations of particles at

or close to contact. For example, elongating the hard core of a particle parallel to the

dipole direction disfavours the nose-to-tail parallel conformation of two particles,

and favours the side-by-side antiparallel (↑↓) arrangement [106]. Anisotropy can

also be induced in spherical particles, where the distribution of magnetic material is

non-uniform: examples include capped colloids [107] and magnetic Janus particles

[108]. Clearly, there are many possibilities for making functional magnetic fluids,

and there is plenty of work ahead to understand these fascinating materials.
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Chapter 10
Magnetic Fluids: Structural Aspects
by Scattering Techniques

V. I. Petrenko, A. V. Nagornyi, I. V. Gapon, L. Vekas,
V. M. Garamus, L. Almasy, A. V. Feoktystov and M. V. Avdeev

Abstract The understanding of stabilization mechanisms for ferrofluids (which are
presented as fine dispersions of magnetic nanoparticles coated with surfactants) is
an important favorable circumstance in the synthesis of highly stable magnetic
colloids with specific properties. The presented work reviews principal results that
were obtained in thorough investigations of ferrofluid’s stability regarding changes
in the structure at nanoscale under various conditions, including the determination
and analysis of the agglomeration regimes in biocompatible ferrofluids for
biomedical applications. The structural features of the ferrocolloids and concomi-
tant surfactant solutions were revealed and further analyzed principally relying on
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the data of Small-Angle Neutron Scattering (SANS). Thereby, for magnetic fluids
prepared on the basis of nonpolar liquids (benzene, decalin) with magnetite
nanoparticles covered by a single-layer shell of monocarboxylic acids, the studying
of the effect of surfactant excess showed a tendency to a significant enhancement of
the effective attraction between free (non-adsorbed) acid molecules. This explains
the sharp and sudden loss of a ferrofluid’s stability that occurs because of the liquid
crystal transition when exceeding some critical concentration of an acid. This
transition depends strongly on an interparticle solvent-acid interaction and pecu-
liarity of the different critical concentrations is for different solvents. For an aqueous
ferrofluid (nanomagnetite stabilized with a double-layered shell of sodium oleate
(SO)) that is used as a precursor for a biocompatible modification with polyethylene
glycol (PEG), the fraction of micelles of non-adsorbed surfactant and its change
under modification were found by SANS. The comparison with another kinds of
water-based ferrocolloids showed the different rate of surfactant adsorption on
magnetite particles surface depending on the surfactant type. The aggregate reor-
ganization and its growth in the ferrofluid after ‘PEGylation’ were observed. In
order to illuminate the possible influence of the micelle formation with free sur-
factants on this process in the presence of polymer, the SANS study was performed
on mixed SO/PEG aqueous solutions. SANS results revealed drastic morphological
and interacting changes of micelles due to addition of PEG. In particular, it was
concluded the screening of the micelle interaction due to the formation of an
effective PEG shell around micelles at high (about 10 vol%) concentration of the
polymer.

10.1 Introduction

Ferrofluids or magnetic fluids (MFs) are colloidal solutions of magnetic nanopar-
ticles which size is about 10 nm. Such size provides sedimentation stability of the
solution and also ensures single-domain state of magnetic nanoparticles which
determines its superparamagnetic behavior. The main feature of MFs is combina-
tion of normal liquid behavior with a possibility of magnetic control of their flow.
Structural investigations of ferrofluids are of current interest from fundamental as
well as from practical points of view [1–3]. Magnetic fluids must be stabilized to
avoid an aggregation between the nanoparticles due to strong attraction including
the van der Waals and ‘dipole–dipole’ magnetic interactions. Surfactant layers
which are adsorbed on the surface of magnetic nanoparticles are often used as steric
stabilizator to increase minimal possible distance between magnetic nanoparticles
and thus decreasing attraction.

In spite of a colloidal nature of ferrofluids, their property of preserving structural
stability from an aggregation is an indispensable condition for possibility of the
application. It is well known, a colloidal stability is achieved reaching the balance
between different internal interactions, attractive or repulsive type, and thermal
motion. This statement can be clearly explained addressing to the terms of the
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energy balance, if the energy barrier, which can be determined accounting all
interaction in the system, is exceeded by average thermal energy, the aggregation
and sedimentation will dominate over the segregation into single particles. So, the
stability can be considered as a measure of the ability of magnetic nanoparticles to
be maintained in suspended state in the bulk of fluid for a long period of time. One
of the most interesting properties of the surfactants lies in their ability to turn the
stability of colloids. As was shown [4], it is possible to reach different stability
regimes using the same colloidal dispersions just by changing the surfactant con-
centration. Independently of the sign of both the surfactant and the surface, the
destabilization of the system consistently takes place above certain surfactant
concentration due to a depletion effect from non-adsorbed micelles [4].

In spite of the fact that a coverage of ferrofluid technical application has become
very extensive since long time, here is not yet any easy way to disperse the
magnetic nanoparticles in a highly polar carrier, like water, while avoiding
agglomeration [5]. A strong interaction of surfactants with water is still the main
problem, this effect is competitive with the adsorption processes on the magnetic
nanoparticles surface. At present, several ways to stabilize water-based ferrocol-
loids are known, but in the case of the biological media or even bio-mimicking
media, there is not any possibility now to prevent agglomeration completely.
Electrostatic and steric as well as combined stabilization layers can develop. It has
been demonstrated that neither steric nor electrostatic effects alone can provide
sufficient stability under physiological conditions [6]. In biomedical context, an
agglomeration has side effects related to the difficult elimination of magnetic
nanoparticles from organisms, such as the possible appearance of blood clots, as
well as the reduction in the therapeutic efficiency. In view of the foregoing, any
knowledge about the features of the agglomeration process in magnetic fluids is a
crucial point for their development in biomedical applications. In this regard, the
important goal is a reliable diagnostics of agglomeration and determination of the
aggregation regimes and their control in biocompatible magnetic fluids.

Very often, due to analytical or technological reasons, the magnetic colloids
need to be diluted. The question arises to what extent the colloidal stability is
affected by the dilution process. Thus, the effect of dilution on the stability of a
toluene-based ferrofluid containing cobalt particles has been studied [7]. Prior to
dilution the colloid was found to have permanent sustainability from sedimentation
under gravity, and only a small amount of aggregation was induced applying an
uniform magnetic field. On dilution the ferrofluid was observed to lose the stability
by reason of the assembling of particles into large aggregates. This problem was
also investigated for magnetic colloids with particular compositions and dilution
ratios [8]. The loss of colloidal stability was experimentally observed during
dilution by increasing the content of polar carrier in magnetic colloids stabilized
with double layer surfactants. The explanation for this behavior is the osmotically
driven loss of the magnetic nanoparticles’ hydrophilicity, due to the depletion of the
outer surfactant layer.

In MFs based on low-polarity solvents, the presence of just single layers of
surfactants leads to an increase in the average distance between nanoparticles and,
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correspondingly, the weakening of magnetic ‘dipole–dipole’ attraction. Under these
conditions, aggregation stability of the MF is determined to a great extent by the
interaction between surfactant and solvent; therefore, one of the most important
factors affecting on ferrocolloid stability is the concentration of surfactant mole-
cules in the solution. In practice, there is an optimal ratio of the contents of mag-
netic nanoparticles and surfactant, a deviation from which violates stability of the
MF [2, 9–11]. Thus, for example, an improvement of the stability of the colloidal
solution at 14% oleic acid volume content, and deterioration at 20% was observed
[12] and it was supposed that above some value an excess of oleic acid is not
necessary. Therefore, this excess of oleic acid will disturb the chemical equilibrium
between the surface of the particles and the liquid medium and apparently induces
stripping of acid molecules from the surface of nanoparticles, which, in turn,
deteriorates the stability of the magnetic fluid. Schematically such effect can be
shown in Fig. 10.1. If the number of stabilizer (surfactant) molecules is insufficient,
the stability deteriorates because these molecules cannot completely cover the
surface of magnetic nanoparticles. In the case of surfactant excess, the mechanism
of stability deterioration is not so obvious. It should be noted, this is an overall

(a) Non-Polar carriers
(one stabilization layer)

Surfactant excess has negative effect

(b) Polar carriers
(two stabilization layers)

Surfactant excess is required

Fig. 10.1 Surfactant content
in magnetic fluids with
sterical stabilization:
a non-polar MF; b polar
ferrofluids
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problem for colloidal solutions [4, 13–15]. Thus, according to [16] when sodium
dodecylsulfate (SDS) concentration is close to or is above the critical micelles
concentration (cmc), the TiO2 nanoparticles sediment most slowly and without any
agglomeration. At higher micelle concentration, SDS micelle depletion forces are
very strong, causing fast flocculation, without coagulation. Then sedimentation
occurs much faster. Also the sedimentation stability was found to increase with
SDS concentration, cSDS, up to the cmc, as expected. For cmc < cSDS < c*,
where c* is an experimentally determined concentration, the stability is unaffected
by the presence of the SDS micelles. For cSDS > c*, the dispersion stability against
sedimentation becomes worse, rapidly changing with an increase in cSDS [16].
Also the effect of surfactant type and concentration on the final particle size and size
distributions of Thiol-ene polymer particles was demonstrated [17]. Key parameters
that are examined include the variation of surfactant concentration and the variation
of surfactant kinds (anionic, cationic, and nonionic surfactants) and structural
analogs. The chemical structure and concentration of the surfactants influenced the
final particle size and size distribution of particles obtained. In general, smaller
particles are obtained with higher concentrations of stabilizing agent, especially for
ionic surfactant species [17]. At low hydrophobic nanoparticles concentrations in
ionic surfactant solutions, the transition from the intermediate to the stable region,
that is, the disappearance of the precipitate occurs at a constant surfactant con-
centration. This concentration is introduced as the “critical dispersion concentra-
tion” (cdc), this being the lowest required concentration of a surfactant that is
necessary to disperse the hydrophobic particles. The existence of a system-specific
critical cdc/cmc ratio, beyond which stable dispersions cannot be obtained, is
proposed, which explains the disability of short-chain surfactants to disperse col-
loids [18]. Nanoparticles coated with self-assembled dodecyltrimethylammonium
bromide shells are shown to undergo colloidal destabilization at higher tempera-
tures [19]. This is caused by two different mechanisms depending on the surfactant
concentration. Increasing the surfactant concentration increases the number of
micelles, an increasing surfactant concentration results in a decrease of the break-
down temperature for the system studied. Also it was shown that stabilization of
single wall carbon nanotubes is controlled by the concentration of surfactant and
NaCl [20]. Phase separation occurs above 3.5 wt% SDS; in TX-100/SDS mixtures
that threshold is lower. The mixed system has a good dispersant efficiency, although
depletion occurs at lower concentrations.

It is obvious, that in polar MFs excess of surfactant is necessary to form second
layer but again some optimal ratio between surfactant and magnetic particles exists.
The formation of the first layer often involves chemical bonds on the active sites of
the particle surface (e.g. Fe–OH on magnetite). The second layer forms via
hydrophobic interaction. Again, like in non-polar MFs, the question of ferrofluids
stability as well as optimal value of surfactant concentration arises and is actively
discussed in literature. The adsorption of different organic acids and their effect on
the pH-dependent colloidal stability and salt tolerance of magnetite nanoparticles
were studied [21] and it was found that the organic acids can destabilize magnetite
dispersions, while their high loading masks the original surface properties of
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magnetite and improves colloidal stability and salt tolerance of dispersions. Wei
Huang and co-workers have studied the stability of ionic liquid-based MFs, and the
results showed that stable MF could not be obtained using bare particles, while the
oleate-coated magnetite nanoparticles with volume fractions of 6.5% in ionic liquid
displayed excellent stability [22].

Small-angle neutron scattering (SANS) is one of the most powerful and efficient
methods of nanostructural investigation of various liquid nanosystems and in par-
ticular ferrofluids [23–25]. During SANS experiment a widening of the neutron
beam passed through the sample is analyzed in terms of the differential scattering
cross-section per sample volume (scattering intensity I(q)) as a function of scat-
tering vector module q = (4π/λ)sin(θ/2), where λ is the incident neutron wavelength
and θ is the scattering angle. This dependence is quite sensitive to structural features
of the studied system at the scale of 1–100 nm. Indeed, sizes of particles in mag-
netic liquids are mostly in this dimensional range. SANS investigations including
specific techniques (contrast variation, scattering of polarized neutrons) give
information about particle structure (size, polydispersity, stabilizing shell thickness,
composition of particle`s core and shell, solvent rate penetration in surfactant layer,
micelles structure), magnetic structure (magnetic size and composition), particle
interaction (interparticle potential, magnetic moment correlation, phase separation)
and cluster formation (aggregation and chain formation). The main task of SANS is
obtaining of scattering length density (SLD) profile, which is defined as a sum of
the coherent scattering length of all atoms in molecule divided by volume and
usually represented in units of 1010 cm−2. As an example, SLD profile for magnetic
nanoparticles in sterically stabilized ferrofluids is presented on Fig. 10.2.

Fig. 10.2 Coherent
scattering length density
profile for magnetic
nanoparticle in ferrofluids
stabilized by surfactant in the
frame of the ‘core-shell’
model (magnetic core and
surfactants shell)
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10.2 Structure and Stability of Non-polar Ferrofluids
by SANS

Structural changes in MFs with different surfactant excesses were successfully
investigated by small-angle neutron scattering (SANS) in systems based on
low-polarity solvents (benzene and decahydronaphthalene), where nanomagnetite
(obtained by co-precipitation reaction) was coated by monocarboxylic acids with
different alkyl chain lengths and degrees of saturation (unsaturated oleic acid (OA),
C18; saturated myristic acid (MA), C14) [10, 26–28]. The main observed changes
were related to the interaction between free surfactants (monocarboxylic acids),
which differed to a great extent from the interaction between surfactant molecules in
pure solutions without magnetic particles [29]. The structure of complex (magnetite
plus surfactant) particles and interaction between them did not change much up to
15 vol% excess of surfactant. With a further increase in the excess concentration
above some critical value, the stability sharply deteriorated, which manifested itself
in the coagulation of complex particles and precipitation of agglomerates. Also the
possibility of expanding the range of surfactant stabilizers for MFs was analyzed
recently [30]. Specifically, we were interested in the effect of their excess above
optimal concentration on the stability of low polarity MFs. The main purpose was
to reveal (using SANS) the structural changes caused by surfactants addition to
initial highly stable solutions of magnetite nanoparticles coated by single adsorption
layers of saturated monocarboxylic acids with hydrocarbon chains of different
lengths (palmitic acid (PA), C16, and lauric acid (LA), C12) in decahydronaph-
thalene. The stabilization of MFs using these acids, along with saturated myristic
acid [31], also provides highly stable concentrated systems; however, their stabi-
lization efficiency is somewhat lower. Stabilization efficiency of a surfactant is
relative fraction of magnetic nanoparticles, which are stabilized in a solution under
the identical synthesis conditions and the same quantity of added surfactants during
process of co-precipitation of magnetite with subsequent magnetic decantation
(application of inhomogeneous magnetic field in order to initiate agglomeration and
precipitation of non-stabilized magnetite). Thus, to obtain the desired concentration
of magnetic particles in the final system with a less efficient surfactant, one must use
a larger number of re-dispersion cycles with magnetic decantation of initially
deposited magnetite in the surfactant-containing mixture. In the case with myristic
acid, the stabilized size of magnetic nanoparticles in MFs with PA and LA is
smaller than that obtained with the commonly used oleic acid [31]. In the SANS
experiments usually deuterated solvents are used to provide a maximum neutron
contrast with acid molecules and increase the signal-to-noise ratio by reducing the
incoherent background from hydrogen.

In the SANS studies of effect of surfactant excess on structure and stability of
non-polar ferrofluids [27, 28] experimental SANS curves for the diluted magnetic
fluid without surfactant excess are initially analyzed by the model for
non-interacting polydisperse particles with “core–shell” structure [32–34]. To
confirm the appropriateness of the used model, similar MFs on non-deuterated

10 Magnetic Fluids: Structural Aspects by Scattering Techniques 211



solvents are also studied, where the contrast between the stabilization shell and the
solvent is minimal; therefore, scattering preferentially corresponds to the magnetite
component. Parameters of the size distribution function for particles Dn(r) (the
characteristic radius and the width of the standard deviation) and the thickness of
the surfactant shell δ are found when approximating the data for the MF samples
without the acid excess, and they were further fixed upon fitting the experimental
curves for the ferrofluids samples with the presence of free (excess) surfactant. Then
these parameters were fixed when fitting the experimental curves for the MF
samples with acid excess, and a term describing the scattering from free surfactant
was introduced. Because of the small volume of acid molecules (in comparison
with MF particles), this term had the form of the Guinier formula. When analyzing
the scattering from MF particles, it was necessary to correct contrast taking into
account the presence of free surfactant caused by the surfactant excess in the MF. It
was found that the presence of free surfactant molecules in the non-polar MF not
only contributes to scattering in a form of the Guinier term, but substantially
decreases the average neutrons scattering length density of the fluid medium.

The concentration dependences of the radius of gyration and forward scattering
intensity for surfactant molecules in a pure non-polar solvent and in the non-polar
MF with surfactant excess are plotted and compared to conclude about interaction
between surfactant molecules. It was shown previously [35] that the concentration
dependence of forward scattering intensity (‘intensity in zero angle’) can be written
in a form:

I 0ð Þ ̸Φ≈C 1+ΦBð Þ, ð10:1Þ

where Φ is the volume fraction of molecules in the solvent; C is the constant
associated with the volume of the particles and scattering length density of the
solvent and particles; and B is the dimensionless analog of the second virial
coefficient in the pair interaction potential.

B = v− 1
Z

g rð Þ− 1ð ÞdV, ð10:2Þ

where v is the volume which is occupied by the particle in the liquid medium, g
(r) is the radial distribution function (or pair correlation function). The sign of
parameter B indicates the character of interaction, namely, attraction if B > 0 and
repulsion if B < 0. For example, for the hard sphere potential (only repulsion),
B = −8 [35]. A similar expression for the concentration dependence of the
observed radius of gyration has the form:

R2
g ≈ R2

g0 +ΦBP2
� �

̸ð1+ΦBÞ, ð10:3Þ

where Rg0 is the actual radius of gyration of the molecule and P2 is the squared
distance, on which two particles in the solution correlate.
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The values of the dimensionless analog of the second virial coefficient B in the
pure solution and in the MF are derived and also compared with calculation for the
hard sphere potential. From such analysis, it was concluded that the attraction
forces play an essential role in the pair interaction potential between the rod-like
surfactant molecules. The additional repulsion was observed between the acid
molecules in the MF, which is indicated by a decrease in the dimensionless second
virial coefficient (Fig. 10.3). This observation can be associated with the so-called
depletion attraction [36], when the effective attraction appears in the system due to
the exclusion of relative small surfactant molecules from the space between rela-
tively large magnetic particles. Previously similar data on the small-angle neutron
scattering by the magnetite–oleic acid–benzene magnetic fluid with 1% content of
the magnetic material and various OA excesses were presented in [10]. The char-
acter of interaction between the acid molecules, namely, in the presence of magnetic
particles in benzene, a slight increase in the visible radius of gyration with an
increase in the surfactant excess is observed, which indicates the dominance of the
attraction between the OA molecules in the system. The value of the dimensionless
second virial coefficient B = −1.2 for the OA molecules in the benzene based MF is
much larger than for this system in decalin [27, 32], where B = −2.2. This indicates
the larger contribution of attraction between the OA molecules in the benzene based
MF compared with the decalin based MF. We can conclude that the aggregation
stability of the decalin based MF in the presence of the surfactant excess is slightly
higher than for the benzene based MF. This conclusion is also confirmed in practice
since an abrupt violation in stability with the appearance of the precipitate was
observed for the magnetite–oleic acid–benzene system with the volume fraction of
the OA excess more than 25%, while this effect is unobservable in the case of the
decalin based MF.

The structural parameters of various components of the non-polar (decalin or
benzene) based MF with the surfactant excess (oleic acid) are found from the SANS
data. It is shown that the structural variations in this case are related predominantly

Fig. 10.3 Behavior of
gyration radius for surfactants
molecule in pure solvent and
in ferrofluids depending on
the volume fraction of the
surfactant excess, Ф
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to the character of interaction of free surfactant molecules in the MF volume. An
increase in the attraction between the surfactant molecules in the presence of the
MF particles is substantially smaller in decalin compared with the similar benzene
based MF. This correlates with the fact that in contrast to benzene, the decalin based
MF remains stable against aggregation in the concentration range of the OA excess
up to 25 vol%. Thus, from the viewpoint of the MF microstructure, it is shown that
the solvent–surfactant interaction plays a substantial role in the stabilization of these
systems with an excess of surfactant.

It should be noted that the above mentioned algorithm of SANS data analysis for
non-polar MFs with surfactant excess [10, 26–28] turned out to be invalid to obtain
adequate approximating curves within the modified model of non-interacting
spherical particles in the presence of free surfactant (lauric and palmitic acids). The
reason is the existence of small (but sufficient to violate the model) structural
instability of MF, which manifests itself in the formation of aggregates even at very
small surfactant excess. Both parameters increase upon an initial excess of LA and
PA; this increase is more pronounced in the samples stabilized by PA. Parameter of
forward scattering intensity, I(0), decreases with an increase in the free-surfactant
fraction (Fig. 10.4a). This is explained by the decrease in the contrast of complex
particles (magnetite/monocarboxylic acid) caused by the growth of the concentra-
tion of hydrogen-containing acids molecules in the solvent. Parameter Rg continues
to rise with LA and PA excess in MFs, which indicates the growth of aggregation
(Fig. 10.4b). One can notice an almost constant value of Rg parameter at the excess
of OA or MA in ferrofluids (Fig. 10.4b) which is an indication of aggregation
stability of MFs. Comparing the behavior of Rg for MFs stabilized by different
acids, one can conclude that, in contrast to the fluids stabilized by oleic and myristic
acids, the systems stabilized by LA and PA exhibit a much lower structural stability
in the presence of surfactant excess. Thus, a clear correlation is observed between
the stabilizing efficiency of the used acids and the MF stability in the presence of
surfactant excess: the more efficiently a surfactant stabilizes magnetic particles in a
fluid, the more stable the MF is under surfactant excess.
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Fig. 10.4 Behavior of Guinier parameters (forward scattering intensity (a) and gyration radius
(b)) versus volume fraction of surfactant excess for non-polar MFs stabilized by PA (blue stars),
MA (red triangle), OA (green circle) and LA (black square)
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The effect revealed can be explained by the presence of two competing contri-
butions to the stabilizing efficiency of monocarboxylic acids. It is known [9] that
the main parameter determining the steric repulsion of magnetic nanoparticles in
MF is the thickness of surfactant shell, which is proportional to the alkyl chain
length. In this context, the chain length in LA (C12) is insufficient to provide
stabilization of this kind. An additional factor affecting the repulsion between
particles is the elastic properties of the shell (i.e., the ability of the shells of MF
particles penetrate each other and be deformed under contact) [37, 38]. The
extended anisotropic structure of saturated-acid molecules leads to a peculiar
organization of surfactant on the magnetite surface, which deteriorates the elastic
properties of the shell and weakens repulsion. This effect manifests itself during
stabilization by PA (C16); it is in agreement with the fact that the lowest efficiency
of stabilizing magnetic nanoparticles in MFs is observed for stearic acid with a
chain length of C18 (among other saturated monocarboxylic acids). Thus, MF
stabilized by myristic acid (having an intermediate chain length, C14) remains most
stable under surfactant excess. In this context, its behavior is close to that of MFs
stabilized by unsaturated oleic acid, which exhibits the highest stabilizing
efficiency.

The colloidal stability of ferrofluids is related with or even determined by the
behavior of stabilizer’s molecules in bulk solvents [27, 29, 39–41]. Thus, in most
cases as a first stage of the synthesis, the medium, where magnetic nanoparticles are
created, is supplemented by admixing concentrated solutions of fatty acids. Already
at this stage the aggregation of fatty acids themselves can affect the final stability of
magnetic fluids. SANS makes it possible to reveal such aggregation and follow the
transition from the isotropic solution to liquid crystalline state with the growth in
the solute concentration, as it is shown in Fig. 10.5 for organic solutions of satu-
rated mono-carboxylic acids with stiff linear structure [42]. It is obtained that the
critical concentration of this transition is inversely proportional to the length of
surfactant molecules. Such aggregation leads to decreasing of the number of free
surfactant required for adsorption and further stabilization of magnetic nanoparti-
cles, thus affecting the final stability of the magnetic fluid and explaining why
longer saturated fatty acids are worse stabilizers as compared to shorter ones.
After SANS analysis of the interaction of acid molecules one comes to conclusion
that the discussed transition goes easier in the presence of magnetic particles.

Fig. 10.5 Formation of the liquid crystalline phase in bulk organic solutions of mono-carboxylic
acids with the growth of the volume fraction of the acids in solutions
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The microstructure of the diluted organic solutions of saturated mono-carboxylic
(myristic and stearic) acids was described in a self-consistent way by using the
combination of IR-spectroscopy (information about preferable dimerization),
molecular dynamics (MD) simulations (information about solvent organization at
the solute-solvent interface) and SANS analysis (information about effective sizes
of the acid molecules in solutions as a result of isomerization) [41, 43]. The data of
the IR-spectroscopy and MD simulations are used in the modeling of the SANS
curves from diluted solutions [43–49]. Aside from the scale characteristics of the
acid molecules like apparent length and cross-sectional radius, an interpretation of
the SANS data involves an extra parameter—the incoherent neutron scattering that
was also found from approximation.

The combination of MD simulations and SANS method is very productive for
investigation of the solutes with specific symmetry. The strongly anisotropic shape
of fatty acid molecules makes it possible to consider the solute-solvent interface in
the corresponding system of cylindrical coordinates and to model the scattering in
terms of the radial scattering length distribution with a resolution far below 1 nm. It
has been found that the structure of the radial solvation shell is sensitive to the size
of the solvent molecules, which is expected when the cross-sectional diameter of
the solute (here ∼0.4–0.5 nm) is comparable with the characteristic size of the
solvent molecule. For decalin (characteristic size ∼1 nm) the modulation and its
influence on the small-angle scattering are stronger than those for benzene (char-
acteristic size ∼0.7 nm). At the same time, it has been proved that for both solvents
no more than two coordination layers of the solvation shell contribute to the
scattering. The size parameters of the acids found by the proposed approach
characterize well the isomerization of the dissolved molecules. The more extended
structure of a decalin molecule as compared to that of a benzene molecule has been
shown to be responsible for stronger solvent modulations at the interface with the
acids, and as a result, for the increase in the effective cross-sectional solute size. In
turn, this reasons the more intensive lyophobic solute assembling within the
nematic transition observed by SANS in concentrated solutions.

To summarize this part of the work we can state the following:

• For high surfactants excess a sharp break in the stability of non-polar ferrofluids
is found. A significant increase in the attraction is observed for acid molecules in
the ferrofluids, which is related to the loss of magnetic fluids stability at high
excess of acid.

• It was shown that attractive component affects transition into the liquid crys-
talline state. The fact that the nematic transition in the SA case is significantly
shifted to small concentrations because of the strong van der Waals attraction.

• The formation of the nematic phase in bulk solutions of mono-carboxylic acids
is an important factor in the stabilization procedure of magnetic fluids. For-
mation of acid aggregates would hinder process of chemisorption of the acid
heads on the magnetite surface.
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10.3 Structure Diagnostics of Polar Magnetic Fluids
by SANS

Different aggregate classes depending on the stabilization mechanism (steric,
electrostatic and steric/electrostatic stabilization) of magnetic particles (magnetite)
in physiological conditions are studied by SANS [23, 50–54]. Water-based mag-
netic fluids used as a source of magnetic nanoparticles in the therapy of the brain
cancer glioblastoma were studied by SANS contrast variation [5, 55]. These fluids
are characterized by record achievable concentrations of magnetic material (up to
10 vol%) while keeping high stability [56]. The nanomagnetite was stabilized by a
double layer of fatty mono-carboxylic acids with short alkene chains, namely lauric
(C12) and myristic (C14) acids. Despite the high concentration and long-time
stability, SANS shows the presence of aggregates in the systems. The found
effective match points are shifted and show a difference in the composition of the
aggregates. The main important conclusion of the structure analysis: there is a
different extent in the surfactant coating of the particles in the aggregates, which is
consistent with the longer chain of myristic acid. In the case of stabilization of
different magnetic materials in ferrofluids by the dodecylbenzene sulfonic acid, the
distribution function of magnetic nanoparticles over sizes (the average radius is
6 nm) is not typical and differs from the log-normal distribution. In this case, the
polydispersion of particles is large (up to 50% and more). The volume fraction of
particles in clusters is approximately equal to 10%. The use of monocarboxylic
acids for the stabilization results in the dispersion of individual magnetite particles
in water with a typical size distribution (average radius, 3.7 nm; polydispersity,
40%), which coincides with the distribution for magnetite produced in the con-
densation reaction. A number of magnetic particles form clusters with characteristic
radii in the range of 10–20 nm depending on the acid used. Among the studied
acids, the best stabilization properties are observed for the lauric acid, C12; the
volume fraction of clusters in this case is only 5%. The results obtained suggest that
the use of monocarboxylic acids in the preparation of highly stable aqueous
magnetic fluids is very promising. An important aspect of study is the fact that these
acids are biocompatible, which opens up the possibilities of biomedical applications
of the magnetic fluids under investigation.

Among the studied systems by SANS method are water-based magnetic fluids
with substitution of sodium oleate as surfactant by biocompatible polymer poly-
ethylene glycol at the magnetite surface, which aims at the increase in the life time
of magnetic nanoparticles in living organisms by reducing the response of immune
systems. This fluid was used as an initial component in the synthesis of the mag-
netic carrier containing anticancer drug Taxol. It is revealed that quite large
amounts of polymer in the fluid structure results in a decrease in the aggregation
stability, thus requiring that an optimal polymer content to be chosen.

The impact of surfactant type on the structure organization of aqueous ferrofluids
was considered relying on the data of small-angle neutron scattering. Thus, the
aggregates of different size and type were observed (Fig. 10.6) when stabilizing
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magnetic nanoparticles (MNPs) of magnetite in heavy water by sodium oleate
(SO) or dodecylbenzene sulphonic acid (DBS) which, according to the surface
tension measurements, show significantly different critical micelle concentrations.
The found aggregate difference was related to the behavior of surfactant molecules
in aqueous solutions including the structure and interaction parameters of micelles
(micelle aggregation number, fractional charge, charge per micelle and surface
potential, etc.) derived from the SANS analysis [57, 58].

From the comparison of the behaviour of the aqueous micellar solutions of DBS
and SO with the structure characteristics of aqueous MF one can see a distinct
correlation between a number of monomers of surfactants molecules (cmc-value)
and MNPs structure in ferrofluids, namely the higher cmc the less aggregated is the
MF. From the structural viewpoint, the MF stabilized by DBS is very similar to the
MF with PEG modification when large branched fractal-like aggregates were
observed at addition of some amount of PEG into the solutions [50]. For both
ferrofluids the power-law behaviour at small q-values is observed together with a
distinct contribution from surfactants (stabilizing shell around magnetite particles
and micelles in the solution). This is a strong indication that not only the number of
free surfactant molecules in the solutions but also the surfactant-MNP and
surfactant-solvent interactions affect the stabilization mechanism in MFs.

To summarize, various structure organizations of aqueous MFs stabilized by SO
and DBS is detected in SANS experiments. While comparatively small and com-
pact MNPs aggregates are observed in the case of the SO stabilization, large and
developed fractal type aggregates are revealed in water-based MF with the DBS
stabilization. DBS and SO micelle structure and interaction parameters are obtained
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Fig. 10.6 Experimental SANS curves for aqueous MFs with double layer stabilization by sodium
oleate, SO, (green square) and dodecylbenzene sulphonic acid, DBS (pink star). Solid lines
represent the Guinier function and power-law behavior of scattered intensity
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as a function of the surfactant concentration in aqueous solutions. The determined
dependences can be used in the study of complex systems with DBS and SO where
potential presence of micelles takes a strong effect on the properties and synthesis of
such systems. In particular, the micelle size is comparable with the size of surfactant
aggregates in water-based ferrofluids with the double layer stabilization. Finally, the
behaviour of the surfactants in aqueous solutions correlates with their stabilizing
properties in ferrofluids.

DBS is actively used in the double sterical stabilization of technical water-based
ferrofluids [56, 59–62], aqueous dispersions of magnetic (mostly magnetite)
nanoparticles. The second surfactant layer at the surface of magnetite in such
ferrofluids is formed due to physical adsorption in excess of the acid. The equi-
librium of this process is strongly affected by free surfactant whose concentration is
restricted by the critical micelle concentration. So, the micelle formation in this
stabilization scheme should be considered among the factors, which determine
stability of ferrofluids.

Small-angle neutron scattering is used to find out parameters of the structure and
interaction of the DBSA micelles in deuterated water (d-water) as a function of the
surfactant concentration in solution. Deuterated water is used to achieve a sufficient
scattering contrast between the surfactant and liquid carrier and also for reduction of
incoherent scattering background from hydrogen. The surfactant content in the bulk
of ferrofluids is found [57].

The Ic(q) function (the shape scattering function, which is one of the modified
basic functions, introduced and applied recently to the analysis of the contrast
variation from ferrofluids [23]) obtained from the experimental scattering curves at
various contrasts [61] for the discussed ferrofluid is given in Fig. 10.7, where three
scattering levels can be distinguished. The first level shows presence of fractal
aggregates (size >250 nm), while the second level corresponds to primary particles
(size ∼20 nm) composing the aggregates. The third level can be associated with the
micelles of surfactant in water (DBS or SO). It is comparable with scattering from
the micelles in pure heavy water. The Ic(q) basic function can also be compared
directly with the scattering from micelles in pure d-water. In Fig. 10.7 this is done
for the rescaled scattering curve from solution of free DBS. Good consistency can

Fig. 10.7 Surfactant excess
in water-based ferrofluids
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be seen. From the data analysis one obtains the total volume fraction of the
non-adsorbed surfactant in the ferrofluid to be 0.00091. This value takes about 5%
of the whole surfactant content in the system, with the approximate ratio of 1:4 for
the free monomer surfactant and micelles. So, one can conclude that almost 95% of
DBS acid are effectively adsorbed on the magnetite surface and form the stabilizing
shell.

The decrease in the micelle aggregation number value as well as the change in
the power-law dependence of the aggregation number versus surfactant concen-
tration are clearly seen [58] for the same values of the added PEG (about 2.5 wt%)
in various SO solutions. Other micellar parameters (degree of micelle ionization,
charge per micelle and surface potential) keep constant or just slightly decrease with
increasing SO concentration. It should be mentioned that the well-known tendency
of SO to form soaps at near-neutral pH is of little significance in the studied natural
solutions of SO (pH ∼ 10).

The most pronounced effect of the presence of PEG on the SO micelles is
observed for the micelle aggregation number, which significantly decreases with the
addition of PEG as compared to the neat SO solutions and does not change much
with the growth of the PEG concentration. Behavior of neat PEG solutions of
different molecular weight was also studied by SANS [40, 63]. Other parameters
vary sharply with the PEG concentration. Thus, the degree of micelle ionization,
charge per micelle and surface potential show an increase on the small addition of the
polymer of about 2 wt% and a decrease at the PEG concentration of about 10 wt%.
A reasonable explanation for this effect is some adsorption of free surfactant on the
PEG coils, which unbalances the ratio between the SO molecules in a free state and
in micelles.

The decrease in the micelle-micelle distance (as it follows from the shift of the
interaction maximum towards larger q-values) on addition of PEG can be connected
with a possible decrease in cmc, which could result in an increase in the micelle
concentration. However, this is highly unlikely if one takes into account the studied
SO concentration range, which exceeds cmc in the neat SO solutions by at least two
orders of magnitude. So, the discussed change in the scattering is related probably
to an effective attraction between micelles, which partly compensates the electro-
static repulsion, and depends on the PEG content in a complex way as it follows
from the significant variations in the maximum position and the width of the
interaction peak. At small PEG concentrations, the most probable candidate for the
attraction mechanism is depletion forces between small polymer coils and com-
paratively large colloidal micelles. At high PEG concentrations it is reasonable to
assume that the polymer adsorbs on the micelle surface or in other words, the
micelles are wrapped by some part of the polymer.

The obtained results are consistent with the analysis of the interaction of PEG
with SO-coated magnetite nanoparticles in water-based magnetic fluids [50], where
the structure reorganization of the particle aggregates at sufficiently high PEG
content was explained by the formation of the “polymer layer” around colloidal
particles as a result of partial replacement of SO with PEG on the surface of
magnetite.
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Self-assembly of the nanoparticles occurs during the solvent evaporation,
therefore interaction between the film and a substrate plays an important role in the
ordering. An additional point is that a possible difference in the stability of MFs in
bulk and at interfaces should be taken into account in the requirements for the
stabilization of these systems with respect to their storage, namely to the interaction
of the MF particles with container walls under different conditions. Adsorption of
nanoparticles from MFs on solid surface was studied by neutron reflectometry
(NR) and related to the bulk structural organization of MFs concluded from SANS.
The neutron reflectometry experiments with highly stable magnetic fluids of two
types, non-polar organic solvent (benzene) and highly polar solvent (water) at the
silicon interface show that, along with the structural stability in a bulk, the con-
sidered MFs are characterized by high interface stability as well [64–67]. This fact
differs from the previously studied over-saturated aqueous MFs [67] which form the
ordered structures of the particles on the surface. In the stable MFs only one
adsorption layer of colloidal polydisperse particles from MFs is adsorbed on the
silicon surface. The concentration of free particles at the interface is higher than that
in a bulk for concentrated non-polar MFs, thus indicating to a wide spatial transition
from the adsorption layer to bulk. In the aqueous MF this transition is significantly
sharper, so that the mean scattering length density of the interface and bulk are very
close. In the partially aggregated aqueous MF the preferable adsorption of free
(non-aggregated) particles on the silicon surface takes place. No effect of the
external magnetic field on the interface structure of the both types of MFs was
observed.

Different structural organizations of MFs at interface with silicon were also
concluded from neutron reflectometry experiments for two aqueous MFs with
various bulk structures revealed by SANS. It was obtained that individual
non-aggregated nanoparticles are preferably adsorbed on the oxidized silicon sur-
face from the initial aqueous MF to form a single adsorption layer. The reorgani-
zation of the cluster structure in a bulk after the modification of MF with PEG
results in disappearing of the adsorption layer, which is correlated with the fact that
as compared to the initial MF all nanoparticles in the PEG modified MF compose
large developed aggregates that are not adsorbed by the surface. The gravity effect
showed less than 10% difference in the mean SLD for the two configurations of the
MF/Si interface with Si substrate above and below MF caused by a corresponding
increase in the particle and aggregate concentration at the interface in the second
case.

Thus from the SANS structural characterization of aqueous ferrofluids we could
summarize the following:

• The best combination of surfactant for water-based ferrofluids from structural
point of view is found, namely double layer of LA results closely to the original
size distribution of the magnetic nanoparticles obtained in the co-precipitation
reaction.
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• Estimation of surfactants fractions in the bulk and adsorbed on nanoparticles in
aqueous ferrofluids were done. It was observed that the adsorption rate depends
on surfactant type used for aqueous magnetic fluids stabilization.

• Structure and interaction parameters of the micelles in polymer—surfactant
aqueous solutions are obtained. Influence of polymer on surfactant micelle is
observed: Change in the behavior of aggregation number is observed at 2%
addition of PEG. Effect of screening of interaction takes place at PEG addition
above 5 vol%.

10.4 Conclusions

According to presented information, we can conclude that small-angle neutron
scattering is a very informative method of analyzing the microstructure of magnetic
fluids, which allows to determine particle structure and their interactions in a
number of magnetic fluids and complex multicomponent liquids systems. Effect of
different stabilization properties of mono-carboxylic acids in non-polar carriers
were successfully described by small-angle scattering methods. Structural stability
and reorganization of magnetic nanoparticles in water based ferrofluids were
studied in details.
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Chapter 11
Phase Transitions in a Continuum
Curie-Weiss System: A Quantitative Analysis

Yuri Kozitsky, Mykhailo Kozlovskii and Oksana Dobush

Abstract Phase transitions in a continuum Curie-Weiss system of interacting par-

ticles are studied quantitatively. The interaction is determined by a division of the

underlying space Rd
into congruent cubic cells. For a region V ⊂ Rd

consisting of

N ∈ N cells, each two particles contained in V attract each other with intensity J1∕N.

The particles contained in the same cell repel each other with intensity J2 > J1. For

fixed values of the intensities J1, J2, the temperature and the chemical potential, the

thermodynamic phase is defined as a probability measure on the space of occupa-

tion numbers of cells. There is shown that the half-plane J1 × chemical potential
contains phase coexistence points, and thus multiple thermodynamic phases of the

system may exist at the same values of the temperature and chemical potential. The

numerical calculations describing such phenomena are presented.

11.1 Introduction

The rigorous theory of phase transitions in continuum particle systems has much

more modest account of the results than its counterpart dealing with lattices, graphs,

etc. It is then quite natural to employ here mean field models. In [1] one can find

mathematical realization of the mean field approach by using a Kac-like infinite

range attraction combined with a binary repulsion. By means of rigorous upper

and lower bounds obtained in that paper for the canonical partition function, the

authors derived the equation of state indicating the possibility of a first-order phase
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transition. Later on, this result was employed in [2], see also [3], to go beyond

the mean field frames. Another mean-field approach is based on the use of Curie-

Weiss interactions and appropriate methods of calculating asymptotics of integrals.

Recently it was turned into a mathematical theory in the framework of which the

thermodynamic phases are constructed as probability measures on an appropriate

phase space, see [4, Sect. 11.2]. In this context, in [4] there was introduced a simple

Curie-Weiss type model of a continuum particle system, for which it was proved in

[5] that multiple thermodynamic phases may exist at the same values of the temper-

ature and chemical potential. In the present work, we numerically investigate this

model in more detail.

In the model which we study, the interaction is determined by a division of the

underlying space Rd
into congruent cubic cells. For a region V ⊂ Rd

which consists

of N such cells, J1∕N is set to be the attraction between each two particles in V ,

regardless their positions. If such two particles are hosted in the same cell, they are

subject to repulsion of each other with intensity J2 > J1. Unlike to [1], we work

in the grand canonical ensemble, and thus the initial thermodynamic variables are

the inverse temperature 𝛽 = 1∕kBT and the physical chemical potential. However,

we use the variables p = 𝛽J1 and 𝜇 = 𝛽 × physical chemical potential and define

single-phase domains of the half-plane {(p, 𝜇) ∶ p > 0, 𝜇 ∈ R}, (see Definition 1),

by a condition determining a unique probability measure 𝐐p,𝜇, given in (11.16) and

(11.15). This measure is set to be the thermodynamic phase of the system, in the

grand canonical formalism and the approach of [4]. The points (p, 𝜇) correspond

to the coexistence of multiple thermodynamic phases. There the mentioned single-

phase condition fails to hold due to the existence of multiple ȳ.

Section 11.3 is dedicated to numerical results related to description of the phase

transition in the system with Curie-Weiss interaction. An analysis of the chemical

potential behavior �̄�(y) which meet the condition of maximum of E(y, p, 𝜇) is pro-

vided. To make quantitative analysis we considered fixed values of the parameters

𝜐 = 12, p = 6. The former parameter determine the volume of a cell, the latter is

connected to attractive part of the interaction potential. We found the critical value

of p = pc(a) dividing the monotonic and non-monotonic dependence of �̄�(y). The

explicit form of the state equation of the model is obtained in the region of p < pc(a)
(matching to T > Tc, Tc is defined in (11.23)) describing a single-phase domain. The

pressure as a function of density and temperature is represented. In the region of

p > pc(a) we found values of the chemical potential 𝜇c at which the first order phase

transition occurs for different temperatures. In Sect. 11.3.3 the equation of state of

the model in the region of low densities and temperatures below the critical one is

represented. The second and third cascades of phase transitions are considered in

Sect. 11.3.4. In this case the pressure as a function of density at T < Tc is obtained.

Section 11.3.5 represents numerical results stated above for the case of another ratio

of repulsive and attractive parameters.
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11.2 The Model: A Theoretical Study

The following theoretical study is given in our recent paper [5] in more detail. In

this work we briefly summarize the theory and pay much attention to a quantitative

analysis of the phenomenon.

By N, R we denote the sets of natural and real numbers, respectively. We also

put N0 = N ∪ {0}. For d ∈ N, by Rd
we denote the Euclidean space of vectors x =

(x1,… , xd), xi ∈ R. In the sequel, its dimension d will be fixed. By dx we mean the

Lebesgue measure on Rd
.

11.2.1 The Grand Canonical Partition Function

For some c > 0, we let 𝛥 = (−c∕2, c∕2]d ⊂ Rd
be a cubic cell of volume 𝜐 = cd

centered at the origin. Let also V ⊂ Rd
be the union of N ∈ N disjoint translates 𝛥𝓁

of 𝛥, i.e.

V =
N⋃

𝓁=1
𝛥𝓁 .

As is usual for Curie-Weiss theories, cf. [4], the form of the interaction energy of

the system of particles placed in V depends on V . In our model, the energy of a

configuration 𝛾 = {x1,… , xn} ⊂ V , n ∈ N, is

WN(𝛾) =
1
2
∑

x,y∈𝛾
𝛷N(x, y),

where

𝛷N(x, y) = −J1∕N + J2
N∑

𝓁=1
I
𝛥𝓁
(x)I

𝛥𝓁
(y). (11.1)

Here I
𝛥𝓁

is the indicator of 𝛥𝓁 , that is, I
𝛥𝓁
(x) = 1 if x ∈ 𝛥𝓁 and I

𝛥𝓁
(x) = 0 otherwise.

For convenience, in WN above we have included the self-interaction term 𝛷N(x, x),
which does not affect the physics of the model. We also write WN and 𝛷N instead

of writing WV and 𝛷V since these quantities depend only on the number of cells

in V but not on its particular location. The first term in 𝛷N with J1 > 0 describes

attraction. By virtue of the Curie-Weiss approach, it is taken equal for all particles.

The second term with J2 > 0 describes repulsion between two particles contained in

one and the same cell. That is, in our model every two particles in V attract each other

independently of their location, and repel if they are in the same cell. The intensities

J1 and J2 in (11.1) are assumed to satisfy the following condition

J2 > J1. (11.2)
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The latter is to secure the stability of the interaction, see [6], that is to satisfy

∫V
𝛷N(x, y)dy > 0, for all x ∈ V .

Let 𝛽 = 1∕kBT be the inverse temperature. To optimize the thermodynamic variables

we introduce the following

p = 𝛽J1, a = J2∕J1, (11.3)

and the dimensionless chemical potential 𝜇 = 𝛽 × (physical chemical potential).

Then (p, 𝜇) ∈ R+ × R is considered as the basic set of thermodynamic variables,

whereas a and 𝜐 are model parameters.

The grand canonical partition function in region V is

𝛯N(p, 𝜇) = 1 +
∞∑

n=1

1
n! ∫Vn

exp

(
𝜇n − 𝛽

2

n∑

i,n=1
𝛷N(xi, xj)

)
dx1 ⋯ dxn. (11.4)

In [5], the representation in (11.4) was transformed into the following one

𝛯N(p, 𝜇) =
∑

𝜌∈NN
0

exp
⎛
⎜
⎜⎝

p
2N

( N∑

𝓁=1
𝜌𝓁

)2⎞
⎟
⎟⎠

N∏

𝓁=1
𝜋(𝜌𝓁 , 𝜇), (11.5)

where p is as in (11.3) and

𝜋(n, 𝜇) = 𝜐
n

n!
exp

(
𝜇n − 1

2
apn2

)
, n ∈ N0. (11.6)

Note that, for p = 0, 𝜋 turns into the (non-normalized) Poisson distribution with

parameter 𝜐e𝜇. Hence, alternating the cell size amounts to shifting 𝜇.

We write 𝛯N instead of 𝛯V for the reasons mentioned above. Such type of distri-

bution was used in [7].

11.2.2 Single-Phase Domains and Phase Transitions

For the reader’s convenience, we repeat here some definitions and facts from [5]. By

a standard identity involving Gaussian integrals one gets

exp
⎛
⎜
⎜⎝

p
2N

( N∑

𝓁=1
𝜌𝓁

)2⎞
⎟
⎟⎠
=
√

N
2𝜋p ∫R

exp

(
−N

y2

2p
+ y

N∑

𝓁=1
𝜌𝓁

)
dy.
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Applying this in (11.5) one arrives at

𝛯N(p, 𝜇) = cN ∫R

exp (NE(y, p, 𝜇)) dy, cN =
√

N
2𝜋p

, (11.7)

where

E(y, p, 𝜇) = −
y2

2p
+ lnK(y, p, 𝜇), (11.8)

and, cf. (11.3) and (11.6),

K(y, p, 𝜇) =
∞∑

n=0

𝜐
n

n!
exp

(
(y + 𝜇)n −

ap
2
n2
)
. (11.9)

Note that E is an infinitely differentiable function of all its arguments. Set

PN(p, 𝜇) =
1
𝜐N

ln𝛯N(p, 𝜇). (11.10)

By the following evident inequality

(y + 𝜇)n −
ap
2
n2 ≤ (y + 𝜇)2

2ap
, n ∈ N0,

we obtain from (11.9) and (11.8) that

E(y, p, 𝜇) ≤ −a − 1
2ap

y2 + 𝜇

2ap
(2y + 𝜇) + 𝜐. (11.11)

As is usual for Laplace’s method, see [8], the calculation of the large N limit in

(11.10) is based on finding global maxima of E(y, p, 𝜇) as a function of y ∈ R

(i.e. for fixed values of p > 0 and𝜇 ∈ R). By (11.11) we have that lim|y|→+∞ E(y, p, 𝜇)
= − ∞; hence, each point ȳ of global maximum belongs to a certain interval

(ȳ − 𝜀, ȳ + 𝜀), where it is also a maximum point. Since E is everywhere differ-

entiable in y, then ȳ is the point of global maximum only if it solves the following

equation

E1(y, p, 𝜇) ∶=
𝜕

𝜕y
E(y, p, 𝜇) = 0. (11.12)

By (11.8) and (11.9) this equation can be rewritten in the form

−
y
p
+

K1(y, p, 𝜇)
K(y, p, 𝜇)

= 0, (11.13)

K1(y, p, 𝜇) ∶=
∞∑

n=1

n𝜐n
n!

exp
(
(y + 𝜇)n −

ap
2
n2
)
.
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The equation in (11.13) has at least one solution for all p > 0 and 𝜇 ∈ R. Since both

K1 and K take only strictly positive values, these solutions are also strictly positive.

Definition 1 We say that (p, 𝜇) belongs to a single-phase domain if E(y, p, 𝜇) has a

unique global maximum ȳ ∈ R such that

E2(ȳ, p, 𝜇) ∶=
𝜕
2

𝜕y2
E(y, p, 𝜇)|y=ȳ < 0. (11.14)

Note that ȳ can be a point of maximum if E1(ȳ, p, 𝜇) = E2(ȳ, p, 𝜇) = 0. That is, not

every point of global maximum corresponds to a point in a single-phase domain.

The condition in (11.13) determines the unique probability measure Qp,𝜇 on N0
such that

Qp,𝜇(n) =
1

K(ȳ, p, 𝜇)n!
𝜐
n exp

(
(ȳ + 𝜇)n −

ap
2
n2
)
, n ∈ N0, (11.15)

which yields the probability law of the occupation number of a single cell. Then

the unique thermodynamic phase of the model corresponding to (p, 𝜇) ∈ R is the

product

𝐐p,𝜇 =
∞⨂

𝓁=1
Q(𝓁)

p,𝜇 (11.16)

of the copies of the measure defined in (11.15). It is a probability measure on the

space of all vectors 𝐧 = (n𝓁)∞𝓁=1, in which n𝓁 ∈ N0 is the occupation number of 𝓁-th

cell.

The role of the condition in (11.14) is to yield the possibility to apply Laplace’s

method for asymptotic calculating the integral in (11.7). By direct calculations it

follows that

E2(y, p, 𝜇) = − 1
p
+ 1

2
[
K(y, p, 𝜇)

]2 (11.17)

×
∞∑

n1,n2=0

𝜐
n1+n2

n1!n2!
(n1 − n2)2 exp

(
(y + 𝜇)(n1 + n2) −

ap
2
(n21 + n22)

)
.

In dealing with the equation in (11.13) we will fix p > 0 and considerE1 as a function

of y ∈ R and 𝜇 ∈ R. Then, for a given 𝜇, we solve (11.12) to find ȳ and then check

whether it is the unique point of global maximum and (11.14) is satisfied, i.e. whether

(p, 𝜇) belongs to a single-phase domain. As it was shown in [5] each single-phase

domain, R, has the following properties: (a) it is an open subset of R+ ×R; (b)

for each (p0, 𝜇0) ∈ R, the function Ip0 ∶= {𝜇 ∈ R ∶ (p0, 𝜇) ∈ R} ∋ 𝜇 ↦ ȳ(𝜇) is

continuously differentiable on Ip0 . Moreover,

dȳ(𝜇)
d𝜇

> 0, for all 𝜇 ∈ Ip0 . (11.18)
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By (11.15) and (11.13) we get the Qp,𝜇-mean value n̄ = n̄(p, 𝜇) of the occupation

number of a given cell in the form

n̄(p, 𝜇) =
∞∑

n=0
nQp,𝜇(n) =

K1(ȳ(p, 𝜇), p, 𝜇)
K(ȳ(p, 𝜇), p, 𝜇)

=
ȳ(p, 𝜇)

p
. (11.19)

Note that, up to the factor 𝜐
−1

, n̄(p, 𝜇) is the particle density in phase 𝐐p,𝜇. For a

fixed p, n̄(p, ⋅) in an increasing function on Ip, which thus can be inverted to give

�̄�(p, n̄). By Laplace’s method we get that for each (p, 𝜇) ∈ R, the limiting pressure

P(p, 𝜇) = limN→+∞ PN(p, 𝜇), see (11.10), exists and is continuously differentiable on

R. Moreover, it is given by the following formula

P(p, 𝜇) = 𝜐
−1E(ȳ(p, 𝜇), p, 𝜇). (11.20)

Let Np be the image of Ip under the map 𝜇 ↦ n̄(p, 𝜇). Then the inverse map n̄ ↦
�̄�(p, n̄) is continuously differential and increasing on Np. By means of this map, for

a fixed p, the pressure given in (11.20) can be written as a function of n̄

P = P̄(n̄) = 𝜐
−1E(pn̄, p, �̄�(p, n̄)), n̄ ∈ Np, (11.21)

which is the equation of state.

By virtue of Definition 1 each single-phase domain is an open subset of the open

right half-plane {(p, 𝜇) ∶ p > 0, 𝜇 ∈ R}, see (11.18). In the context of this work, a

phase transition is understood as the possibility to have different phases at the same

value of the pair (p, 𝜇). If this is the case, (p, 𝜇) is called a phase coexistence point.
Clearly, such a point should belong to the common topological boundary of at least

two distinct single-phase domains. In [5], we demonstrated the existence of phase

transitions in this sense. Namely, we proved the following statements.

Theorem 1 There exists p0 = p0(a) > 0 such that the set R(p0) ∶= {(p, 𝜇) ∶ p ∈
(0, p0]} is a single-phase domain.

Theorem 2 For each a > 1, there exists p1 = p1(a) > 0 such that, for each p ≥ p1,
the line lp = {(p, 𝜇) ∶ 𝜇 ∈ R} contains at least one phase-coexistence point.

11.3 The Quantitative Analysis

In the remaining part of the work, we provide our numerical results related to the

facts just stated. Let us fix the following values of the parameters

a = J2∕J1 = 1.2, 𝜐 = 12. (11.22)

Below we return to the question how the results depend on the values of a and 𝜐.



236 Y. Kozitsky et al.

(a) (a)

(c)

Fig. 11.1 Plot of the chemical potential �̄�(y) as a function of y for values of the attraction parameter

p = 3.5 (curve a), p = pc(1.2) (curve b), p = 4.5 (curve c)

As follows from Theorems 1 and 2, for small p0 > 0 the stripe {(p, 𝜇) ∶ 𝜇 ∈
R, p ∈ (0, p0]} is a single-phase domain, whereas the lines lp = {(p, 𝜇) ∶ 𝜇 ∈ R}
contain phase coexistence points if p ≥ p1 for sufficiently big p1 > p0. Thus, there

should be some critical pc ∈ (p0, p1) which separates these two regimes. Our aim

now is to find its numerical value for the parameters fixed in (11.22).

Figure 11.1 below shows the plot of �̄�(y) which is the function inverse to that in

(11.18). That is, given y > 0, �̄�(y) is the value of 𝜇 for which y solves (11.13), see [5]

for more detail. In view of (11.18), a monotone dependence of �̄�(y) on y corresponds

to a single-phase domain. Case (a) of Fig. 11.1 corresponds to p = 3.5, case (b) to

p = pc = 3.928236, and case (c) to p = 4.5. Easily seen that pc = 3.928236 is indeed

the critical value. Recall that it corresponds to a = 1.2. By means of pc(a) one may

define the corresponding value of the critical temperature, cf. (11.3),

Tc(a) = J1∕pc(a). (11.23)
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Fig. 11.2 a—division boundary of two surfaces which give the line of extremes (11.12) of the

function E(ȳ, p, 𝜇). Figure 11.2b—the imposed (white) part meet the condition of minimum of

E(ȳ, p, 𝜇) (p = 6 a = 1.2, 𝜐 = 12)

At p < pc(a) the equation (11.13) gives the line of extremes of the function

E(ȳ, p, 𝜇). Using this equation the chemical potential �̄�(y) is a monotonic increas-

ing function of y (see Fig. 11.1a).

According to Theorem 2 for all p > pc(a) multiple solutions ȳ correspond to the

same value of �̄�(y), as it is shown on Fig. 11.1c. In this case some part of the curve

represented on Fig. 11.1c expresses the maxE(ȳ, p, 𝜇), and the other part of it meets

the condition of minE(ȳ, p, 𝜇) at equal values of 𝜇. As a consequence of inequality

(11.14) the parts of the curve for (11.13) meets the condition of maxE0(ȳ, 𝜇) if �̄�(y)
behaves as an increasing function of y. The condition minE(ȳ, p, 𝜇) is implemented

on the areas where �̄�(y) is a decreasing function of y, which means that this condition

is not applicable since we use the Laplace method for calculating (11.7).

It is easy to make sure about the latter fact directly from calculations. Figure 11.2a

shows the intersection of the surface E1(y, p, 𝜇) (11.12) with the plane of zeroth level

corresponding to the line of extremes �̄�(y). On Fig. 11.2b the image of the surface

E2(y, p, 𝜇) > 0 projection (white part) is imposed on the projection from Fig. 11.2a.

Positive part of the second derivative of the function E0(ȳ, y) coincide with the area

where �̄�(y) as a function of ȳ decrease. The condition E2(y, p, 𝜇) < 0 is held only on

the areas where �̄�(y), is an increasing function of its argument.

11.3.1 The Equation of State in a Single-Phase Domain

In a single-phase domain, the function in (11.8) has a unique global maximum

ȳ(p, 𝜇), and hence the Laplace method yields in (11.7) that

𝛯N ≃ cN exp
[
NE(ȳ(p, 𝜇)p, 𝜇)

]
,

where the asymptotic equality is understood in the large N limit.
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Let us write the equation of state of the model in case of p < pc(a) in the region of

temperature T > Tc. At this range of parameter p the chemical potential �̄�(y) behaves

as a monotonic increasing function of ȳ (Fig. 11.1a). The explicit form of the pressure

is given in (11.20) This equation expresses the pressure P as a function of temper-

ature and chemical potential since ȳ is a monotonic increasing function of 𝜇 as it is

seen from (11.13). This equation can be rewritten in terms of the mean density n̄ as

the mean value of the occupation number n over probability measure Qp,𝜇(n) from

(11.15). Taking into account (11.19) we have

n̄ =
∞∑

m=0

𝜐
m

m!
m exp

(
−
ap
2
m2

)
exp (pn̄m + 𝛽𝜇(p, n̄)m) ∕

∞∑

m=0

𝜐
m

m!
exp

(
−
ap
2
m2

)
exp (pn̄m + 𝛽𝜇(p, n̄)m) . (11.24)

The equation (11.24) holds a central place in the grand canonical ensemble formal-

ism. It gives a possibility to find the chemical potential as a function of density and

express the pressure in terms of density and temperature. In range of values of the

parameter p < pc(a) for (11.21) we obtain the explicit form of the equation of state

P𝜐 = −1
2
pn̄2 + ln

∞∑

m=0

𝜐
m

m!
exp

(
−
ap
2
m2

)
exp (pn̄m + 𝛽𝜇(p, n̄)m) , (11.25)

here 𝜇(p, n̄) is a function of temperature and average density as it can be seen in

(11.24).

Figure 11.3 shows pressure as a function of average density n̄ and the parame-

ter p, which is inversely proportional to temperature. Easy to see that pressure is a

monotonic increasing function of temperature and density.

Fig. 11.3 Plot of pressure as a function of density and parameter of attraction p (see Eq. (11.25))

at temperature higher then critical one (a = 1.2, 𝜐 = 12)
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11.3.2 The Case of T < Tc

Consider calculation of the grand partition function in the region of p > pc(a), that

correspond to temperatures T < Tc. Here the chemical potential �̄�(y) is a monotonic

function of ȳ. Let as explore the behavior of �̄�(y) in this range of values of the para-

meter p. It is represented on Fig. 11.4 at p = 6. For example, here we have chosen

a large (in comparison to the critical one) value of this parameter so the maximum

coordinates �̄�(y) are not too close to each other.

The points of extremes of �̄�(y) can be found from the equation (11.13). This equa-

tion allows us to determine the local maximums y1, y11, y12 and local minimums y2,

y21, y22 of the function �̄�(y). Taking into account the equality (11.17) we obtain the

following equation

K2(ȳ, p, 𝜇)∕K0(ȳ, p, 𝜇) − (K1(ȳ, p, 𝜇)∕K0(ȳ, p, 𝜇)) = 1∕p (11.26)

for the extremum points of the function �̄�(y). Comparing the latter expression to the

condition (11.14) easy to see that the solutions ȳ of this equation do not meet the

condition maxE(ȳ, p, 𝜇). However this solutions determine specific points, which

divide the region of values ȳ into intervals. In particular, in the interval (Fig. 11.4)

ȳ ∈ (0, y1) (11.27)

where y1 = 1.267510, the function E0(ȳ, 𝜇) has its maximum (E2(ȳ, p, 𝜇) < 0),
while at

ȳ ∈ (y1, y2) (11.28)

where y2 = 4.755127, this function meet the condition of minimum (E2(ȳ, p, 𝜇) > 0).

The following range of values (see also Fig. 11.7)

ȳ ∈ (y2, y11); ȳ ∈ (y21, y12) (11.29)

correspond to the maximum of E(ȳ, p, 𝜇) etc. This function has its minimum at

ȳ ∈ (y1, y2); ȳ ∈ (y11, y21)

therefore there is no need to consider them anymore. Here y11 = 7.244287, y21 =
10.763368. For the purpose of calculating the integral (11.7) we are interested in

maxE(ȳ, p, 𝜇) and intervals of values of ȳ in (11.27), (11.29).

In the region of values ȳ ∈ (0, y′2) the function 𝜇(ȳ) is monotonic increasing. Here

each value of ȳ has specific corresponding value of �̄�(y) < 𝜇2. So the form of the

equation of state for ȳ in this interval coincides with (11.20).

Consider in more details the region of the first maximum of the function �̄�(y)
(Fig. 11.4). There are multiple solutions ȳ in the interval
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Fig. 11.4 Plot of the

chemical potential as a

function of ȳ at p = 6 in he

region of monotonic

dependence

�̄�(y) ∈ (𝜇2, 𝜇1) (11.30)

where 𝜇2 = −2.308041, 𝜇1 = −1.470040. It is necessary to find out which one leads

to maxE(ȳ, p, 𝜇).
Let us introduce the function

EG(ȳ, p, �̄�(y)) = E(ȳ, p, �̄�(y))𝛩(y1 − ȳ), (11.31)

corresponding to the values ȳ ∈ (0, y1), and the function

EL(ȳ1, p, �̄�(y)) = E(ȳ, p, �̄�(y))𝛩(ȳ − y2)𝛩(y11 − ȳ), (11.32)

defined in the interval ȳ ∈ (y2, y11), y11 is the coordinate of the second local maxi-

mum of �̄�(y) (Fig. 11.4). Each of this functions is a function of chemical potential.

The interval of values (11.28) is not taken into account since E(ȳ, p, 𝜇) fails to meet

the condition of maximum there.

The function E(ȳ, p, 𝜇) at p = 6 is monotonic for all

�̄�(y) ∈ (−∞, 𝜇2), (11.33)

and also for

�̄�(y) ∈ (𝜇1, 𝜇21). (11.34)

where 𝜇21 = −0.4173780. The value 𝜇21 of the chemical potential correspond to the

solution of the equation (11.29) at ȳ = y21. Appliance of the Laplace method for

calculation of the integral (11.7) in regions of the chemical potential (11.33) and

(11.34) is obvious, since for each ȳ one has a single extremum (maximum) value of

E(ȳ, p, 𝜇). One should pay additional attention to values of the chemical potential

(11.30). It is necessary to find which function either (11.31) or (11.32) has larger
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value. Easy to make sure that at �̄�(y) = 𝜇2 we have

EG(ȳ, p, 𝜇2) > E0L(ȳ, 𝜇2),

and at �̄�(y) = 𝜇1
EG(ȳ, p, 𝜇1) < EL(ȳ, p, 𝜇1).

Therefore in range of values (11.30) for all p > pc(a) there exist such 𝜇c that

EG(yG, p, 𝜇c) = EL(yL, p, 𝜇c), (11.35)

moreover yG ≤ yL. Here the sign of equality refer to case of T = Tc. Easy to see that

for all 𝜇 < 𝜇c we have EG > EL, and for 𝜇 > 𝜇c the maximal one will be EL > EG.

Figure 11.5 represent the plot ofE(ȳ, p, 𝜇) at two fixed values of �̄�(y) (at p = 6, 𝜐 =
12, a = 1.2). The critical value of the chemical potential in case of mentioned above

values of the parameters is 𝜇c = −1.890291. Case (a) correspond to 𝜇a < 𝜇c, case

(b) to 𝜇b > 𝜇c. Note that 𝜇a is close to 𝜇2 (𝜇a ≥ 𝜇2), and 𝜇b is close to 𝜇1 (𝜇b ≤ 𝜇1).

At smaller value of the chemical potential 𝜇a the maximum on the left-hand side is

larger then the one on the right-hand side. At larger one 𝜇b we have the opposite

situation. In other words, at small values of the chemical potential 𝜇 ∈ (−∞, 𝜇c) the

function EG > EL, and at larger ones 𝜇 ∈ (𝜇c, 𝜇21) we have EL > EG. Same situation

occurs in the region of values 𝜇 ∈ (𝜇21, 𝜇11). In the next section we consider this in

more details.

Numerical calculation of 𝜇c is the following. Firstly we consider the coordinates

of extremes point of the curve 𝜇(ȳ) in the interval

ȳ ∈ (0, y11), (11.36)

(a) (b)

Fig. 11.5 Plot of the function E(ȳ, p, 𝜇) at two fixed values of the chemical potential a 𝜇a =
−1.950, b 𝜇b = −1.800 (𝜇c = −1.890291, p = 6, a = 1.2, 𝜐 = 12)
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where y11 is the coordinate of the second larger maximum of this function (Fig. 11.4).

Applying the equation (11.26) for this purpose allows us to find the extremum points

y1, y2; y11, y21 and so on. Using this values in (11.13) we obtain corresponding values

of the chemical potential 𝜇1, 𝜇2, 𝜇11, 𝜇21 (Fig. 11.4).

The following scheme serves to calculate the chemical potential 𝜇c, see (11.35).

The value of 𝜇
(1)

matching the coordinate ys = (y1 + y2)∕2 is obtained from the equa-

tion (11.13)

𝜇
(1) = �̄�(ys).

In the interval (11.36) there are two more values of ȳ, namely y(1)G < ys and y(1)L > ys,
corresponding to 𝜇

(1)

y(1)G = ȳ(𝜇(1)), y(1)G ∈ (0, y1),

y(1)L = ȳ(𝜇(1)), y(1)L ∈ (y2, y11)

Then EG(y
(1)
G , p, 𝜇(1)) should be compared with EL(y

(1)
L , p, 𝜇(1)). In case they are not

equal one has to find 𝜇
(2)

from the condition

EG(y
(2)
G , p, 𝜇(2)) = EL(y

(2)
L , p, 𝜇(2)).

and to repeat the applied for 𝜇
(1)

procedure of calculation for the value 𝜇
(2)

. This

is the way to find 𝜇c which meet the condition (11.35) with pre-set accuracy. The

value 𝜇c = limn→∞ 𝜇
(n) = −1.890291 allows to set the mechanism of the first order

phase transition. The chemical potential is the control parameter since we consider

the grand canonical partition. In the limit 𝜇 → −∞ we have ȳ = 0, as follows from

(11.13). The increase of 𝜇 cause the increase of ȳ. In the range of values

𝜇 ∈ (−∞, 𝜇c)

the value ȳ increase starting from ȳ = 0 to ȳ = yG (yG = limn→∞ y(n)G = 0.420875).
The further increase of 𝜇 cause changing the function E(ȳ, p, 𝜇) from EG(ȳ, p, 𝜇) at

𝜇 = 𝜇c − 0, to the function EG(ȳ, p, 𝜇) at 𝜇 = 𝜇c + 0. This situation is accompanied

by jump of ȳ starting from yG to yL (yL = limn→∞ y(n)L = 5.621854). Moreover at T =
Tc we have yL(Tc) = yG(Tc). With decrease of temperature (T < Tc) the value

𝛥y(T) = yL(T) − yG(T)

increases.
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11.3.3 Equation of State in the Region of Low Densities and
Temperatures T < Tc

Taking into account previous results we can write the equation of state in the region

of low densities n̄ at p > pc(a). Let us denote

Pn̄𝜐 = −
p
2
n̄ + ln

∞∑

m=0

𝜐
m

m!
e−

ap
2 m

2
epn̄me𝛽𝜇(p,n̄)m, (11.37)

where 𝜇(p, n̄) is the solution of the equation (11.24). There are some fixed values of

the density n̄ = ȳ∕p at T < Tc. The first one appear in the region of the first maximum

of �̄�(y) (Fig. 11.4)

nG = yG∕p (11.38)

It correspond to the value ȳ in the interval ȳ ∈ (0, y1) for the chemical potential 𝜇c
(11.35). At p = 6 we have nG = 0.070146.

The second fixed value is

nL = yL∕p (11.39)

(nL = 0.936975 at p = 6). This one correspond to the value ȳ on the interval ȳ ∈
(y2, y11) at 𝜇 = 𝜇c. Moreover nL ≥ nG for all T ≤ Tc.

There is a fixed value of the chemical potential in the region of the second maxi-

mum

n′21 = ȳ′21∕p, (11.40)

(for p = 6 we have ȳ′21 = 6.163534, n′21 = 1.027256), corresponding to the coordi-

nate y′21 which is calculated at 𝜇21 (Fig. 11.4). The values (11.38), (11.39) and (11.40)

can be obtained from the equation (11.24) in different intervals of the variable ȳ.

The equation of state of the system in the region of densities

n ∈ (0, n′21) (11.41)

including the values of ȳ starting from zero to y′21 has the following form

P𝜐 = Pn̄𝜐𝛩(nG − n̄) + PnG𝜐𝛩(n̄ − nG)𝛩(nL − n̄) + Pn̄𝜐𝛩(n̄ − nL)𝛩(n′21 − n̄).
(11.42)

Moreover the first term in (11.42) describes the behavior of the phase I with the

lowest density, the third term–the phase II, which has larger density than the phase

I at all T < Tc. At T = Tc both phases has equal densities and at T > Tc there exist

only one density which is a monotonic increasing function of pressure (Fig. 11.3).
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The second term in (11.42) indicate that pressure remains constant and equal to

PnG𝜐 = −
p
2
n̄G + ln

∞∑

m=0

𝜐
m

m!
e−

ap
2 m

2
epn̄Gme𝛽𝜇cm.

in the interval

n̄ ∈ (nG, nL) (11.43)

Note that the condition (11.35) gives PnG = PnL , where PnL is as follows

PnL𝜐 = −
p
2
n̄L + ln

∞∑

m=0

𝜐
m

m!
e−

ap
2 m

2
epn̄Lme𝛽𝜇cm.

In case of p > pc(a) there are unattainable densities in the interval (11.43) from the

point of varying the chemical potential �̄�(y). When �̄�(y) tends to 𝜇c from the left-

hand side we have the density region

n̄ ∈ (0, nG). (11.44)

When �̄�(y) tends to 𝜇c from the right-hand side

n̄ ∈ (nL, n′21). (11.45)

The density region (11.43) in between does not exist. The solutions of the phase I,

where the density varies in the interval (11.44), transit by jump into the solutions of

the phase II, with (11.45). This is connected with change of derivative value of the

chemical potential in the point 𝜇c.

Figure 11.6 shows the isotherms of pressure in the interval (11.41) at different

values of the parameter p.

11.3.4 Transition Between the Phase II and the Phase III

The previous section was dedicated to description of behavior of the model in the

region of low densities (11.41). It can be conditionally linked to the gas-liquid phase

transition, since density in this case vary starting from zero up to some fixed value.

Let us describe the behavior of the system for larger values of density n̄ > n′21
(Fig. 11.7) and show that transition from the phase II to the phase III (with larger

density than in the phase II) is possible here. Behavior of �̄�(y) is of most importance

here.

Figure 11.7 shows the characteristic points of the function �̄�(y) in the region of

the second and the third maximums of the value �̄�(y) from (11.13).
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Fig. 11.6 Isotherms of pressure as a function of density at p > pc(1.2) in the region of low den-

sities (11.41). Curve 1 corresponds to p = 3.8 < pc(1.2). The curves 2–9 correspond to p ≥ pc:
p = pc(1.2) (curve 2), p = 4 (curve 3), p = 4.135 (curve 4), p = 4.3647 (curve 5), p = 4.5824 (curve

6), p = 4.8 (curve 7), p = 5 (curve 8), p = 6 (curve 9)

Fig. 11.7 Plot of �̄�(y) in the region of the second maximum at p = 6, a = 1.2, 𝜐 = 12
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In the interval of the chemical potential values

�̄�(y) ∈ (𝜇21, 𝜇11) (11.46)

(𝜇21 = −0.417380, 𝜇11 = 0.431080) we have a non-monotonic behavior of �̄�(y). Let

us define the function

ES(ȳ, p, 𝜇) = E(ȳ, p, 𝜇)𝛩(y12 − ȳ)𝛩(y21 − ȳ), (11.47)

which is nonzero in the interval

ȳ ∈ (y21, y12).

where y12 = 13.236413. The function �̄�(y) is monotonic in the interval

ȳ ∈ (yL, y′21)

so the function E(ȳ, p, 𝜇) is characterized by one value ȳ determining the integral

(11.7), therefore it determines the expression of pressure (11.37). The phase II exists

here in “pure” form.

The interval of values

ȳ ∈ (y′21, y
′
11)

(y′21 = 6.163534, y′11 = 11.862089) correspond to non-monotonic dependence of

E(ȳ, p, 𝜇) on ȳ. Therefore it is worthily to compare the functions EL(ȳ, p, 𝜇) from

(11.32) and ES(ȳ, p, 𝜇) from (11.47) at all values of the chemical potential from the

interval (11.46). As well as in case of transition from the phase I to the phase II, there

exist the chemical potential 𝜇c1 , such that

EL(yL1, p, 𝜇c1 ) = ES(yL2, p, 𝜇c1 ),

where

yL1 ∈ (y′21, y11) and yL2 ∈ (y21, y12).

The way of calculating 𝜇c1 is the same as represented in Sect. 11.4 for the case of

𝜇c. Figure 11.8 shows the pressure as a function of ȳ at p = 4, p = 5, p = 6 and p = 8
including the region of the first and the second local maximums of the curve �̄�(y).
Evidently, except the transition from the phase I to the phase II (at y ∈ (yG, yL)) there

exist the transition from phase II to phase III, where the jump of the order parameter

occurs in the interval of values

ȳ ∈ (yL1, yL2),
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(a) (b)

(c) (d)

Fig. 11.8 Plot of the pressure as a function of density in the region of first three maximums of

dependence �̄�(y) at a = 1.2, 𝜐 = 12: a p = 4, b p = 5, c p = 6, d p = 8

where yL1 = 6.373312, yL2 = 11.641773, moreover yL1 characterizes the maximal

density of the phase II, and yL2—the minimal density of the phase III at correspon-

dent values of p.

The further growth of the chemical potential yield the cascade of phase transitions

from the phase f to the phase (f + 1). Each subsequent cascade correspond to larger

densities. Note that this model has more than a single critical point. Each of them

is characterized by its critical temperature, critical density, and exist in appropriate

cascade.

Sufficient growth of the attraction parameter p causes the possibility of transition

of the system from the phase I to the phase III omitting the phase II. As we can

see from the quantitative results there exist some value of the parameter pT , that

at p > pT there occurs a competition between EG(ȳ, p, 𝜇), EL(ȳ, p, 𝜇) and Es(ȳ, p, 𝜇)
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Fig. 11.9 Comparison of

values of the function

E(ȳ, p, 𝜇) at large attraction

parameter p = pT

Fig. 11.10 Plot of the

function �̄�(y) at p = 10

aimed to find out which one of this functions is maximal at the same value of the

chemical potential (see Fig. 11.9). According to the definition (11.31) the variable ȳ
of the function EG(ȳ, p, 𝜇) takes small values ȳ ∈ (0, y1), in EL(ȳ, p, 𝜇) this variable

changes in the interval ȳ ∈ (y2, y11), where y2 > y1, and in Es(ȳ, p, 𝜇) –ȳ ∈ (y21, y12),
moreover y21 > y11. Note that in the region of values pc(1.2) < p < pT correspondent

to the temperature interval

TT < T < Tc (11.48)

there occur only the sequence of phase transitions phase I—phase II, phase II—phase

III etc. This is because each �̄�(y) has not more than three extremum points (two of

them correspond to maxE(ȳ, p, 𝜇)).
At p > pT there is a situation where five extremum points of the functionE(ȳ, p, 𝜇)

(three of them are maximums of E(ȳ, p, 𝜇)) correspond to single value of �̄�(y) (see

Fig. 11.10). In this case it is worthily to find out which one of them is the largest.

To do this we have to compare the functions EG(ȳ, p, 𝜇), EL(ȳ, p, 𝜇) and Es(ȳ, p, 𝜇)
at some values of 𝜇. There are two possible cases. In the former EG(ȳ, p, 𝜇) transits

to EL(ȳ, p, 𝜇) at 𝜇 = 𝜇c, and EL(ȳ, p, 𝜇) transits to Es(ȳ, p, 𝜇) at 𝜇 = 𝜇1c. Moreover

𝜇1c > 𝜇c. This situation occurs in the region of temperatures (11.48). In the latter case
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EG(ȳ, p, 𝜇) transits to Es(ȳ, p, 𝜇) at once at 𝜇 = 𝜇s, namely there occur the transition

of the phase I to the phase III, omitting the phase II. This situation can happen only

in the region of p > pT which match the temperature region T < TT < Tc. There are

important numerical results which show that first of all for (11.22) we have at a = 1.2

pT = 8.440525.

and secondly the direct transition between the phases I and III is impossible. There-

fore we have the sequence of phase transitions between neighboring phases.

11.3.5 Investigation of Dependence on the Parameter a

This parameter characterizes the relation between repulsive J1 and attractive J2 com-

ponents of the interaction potential. The represented above calculations were exe-

cuted at a = 1.2 and 𝜐 = 12 from (11.22). Let us see how the results change when

the parameter a vary in the interval 1 < a < 10. In accordance to the condition of

stability (11.2) a > 1. The parameter 𝜐 will be the same as previously 𝜐 = 12.

The numerical results show that changing the value of a has no influence on exis-

tence of the phase transition in the model. It only lead to slightly different absolute

value of the critical temperature which is defined in (11.23). The latter fact is nat-

ural, since Tc depends on the parameter p which is the repulsive component of the

interaction potential and on the value pc(a) separating monotonic behavior of the

extremum value of the chemical potential from non-monotonic one.

However note that the critical value of the chemical potential increases sufficiently

when a grows (𝜐 = 12):

a = 0.0001 𝜇
1
c1
= −2.516, pc(1) = 3.8255,

a = 1.2 𝜇
1.2
c1

= −2.105, pc(1.2) = 3.9282,
a = 2 𝜇

2
c1
= −0.4866, pc(2) = 3.9973,

a = 10 𝜇
10
c1

= 15.5196, pc(10) = 4.0000.

It means that with growth of repulsive part of the interaction potential (with respect

to the attractive one) the phase transition occur at more larger value of the chemical

potential.

Numerical way of calculating pc(a) is the following. The function �̄�(y) has an

inflection point in the critical point. Namely the following equalities are held

𝜕�̄�(y)(y)
𝜕ȳ

= 0.

𝜕
2
�̄�(y)(y)
𝜕ȳ2

= 0,
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(a) (b)

(c)

Fig. 11.11 Isotherms of pressure as a function of density at 𝜐 = 12, a correspond to a = 1.0001,

b a = 1.01 and c a = 1.02. Curve 1 is for p = 4, curve 2 p = 5, curve 3 p = 6 and curve 4 p = 8

If these equalities are held simultaneously we obtain ȳ = ȳc and p = pc(a).
Figure 11.11a represent the isotherms of the equation of state at 𝜐 = 12, a =

1.0001, and different p. Easy to see that curves of isotherms have no intersection

at any p.

The case of a = 1.0001 is shown on Fig. 11.11b. At low p this curves also don’t

intersect but the isotherms where p = 6 and p = 8 cross in the phase transition in

the third cascade. The same situation occur at a = 1.02 (Fig. 11.11c). Here we have

a crossing in the third cascade of the phase transition (particularly in case of p = 5,

p = 6 and p = 8). Besides the values of pressure coincide in cases of p = 6 and p = 8
in the phase transition point of the second phase transition cascade.

In case of a = 1.2 and different p isotherms in the first cascade has no crossing,

but there are numerous intersections in the second and the third cascades.
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11.4 Conclusions

We made the accurate calculation of the grand partition function of single-sort cell

model with Curie-Weiss potential. Consequently it is found that this model has a

sequence of first order phase transitions at temperatures below the critical one Tc.
The critical temperature value depends on two parameters: attractive component of

the interaction potential J1 and the parameter a. We proved the existence of multiple

thermodynamic phases at the same values of temperature and chemical potential,

which are the extensive model parameters. We deal directly with thermodynamic

phases in the grand canonical ensemble, in contrast to the approach of [1]. We pro-

vided detailed quantitative study at fixed values of parameters of the model in wide

region of densities and temperature. Behavior of the pressure as a function of den-

sity is explored for first three cascades of first-order phase transitions at temperatures

below the critical one Tc. To the best of our knowledge, this is the first result of this

kind.
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Chapter 12
Dynamic Anomalies in Confined
Supercooled Water and Bulk Fluids

Alexander V. Chalyi

Abstract This review paper is aimed at studying the problems as follows: (1) the
Widom line and its analogues in supercooled and supercritical regions; (2) effects of
dimensional crossover (DC) on the critical exponents, effective spatial deff and
fractal dfr dimensionalities; (3) anomalous behavior of the diffusion coefficient
D and the shear viscosity coefficient η in bulk fluids and confined supercooled water
(CSW) near the critical points; (4) spectra of the light molecular scattering
(LMS) and quasi-elastic neutron scattering (QENS) and its possible medical
applications. The effective critical exponents as well as the effective spatial deff and
fractal dfr dimensionalities were calculated for confined fluids like CSW. A 3d ↔
2d DC between the critical exponents α=0, β=1 ̸8, δ=15, γ =7 ̸4, ν=1 and
α=0.110, β=0.3265, δ=4.789, γ =1.237, ν=0.630 for 2d and 3d systems
belonging to the Ising-model universality class were taken into account. Anomalies
of the diffusion coefficient were examined in bulk water and CSW in wide intervals
of the size and thermodynamic variables corresponding to crossover phenomena
between the dynamic fluctuation, crossover and regular regions. The transition
between dynamic crossover and regular regions in bulk fluids, including bulk water,
is illustrated by changes in the diffusion-coefficient dependences on: (a) the size
variable—from D ∼ L−1.963 to D ∼ L−2, (b) the temperature variable—from
D ∼ (T − Tc)

1.237 to D ∼ (T – Tc), (c) the concentration variable—from
D ∼ (x – xc)

3.789 to D ∼ (x – xc)
2, (d) the pressure variable D ∼ (p – pc)

0.791 to
D ∼ (p – pc)

0.667. In confined 2d fluids like CSW such a transition between
crossover and regular behaviors should be treated as 2d ↔ 4d crossover phe-
nomena because results of the Landau mean-field theory are valid for d = 4 (with a
logarithmic accuracy). A 2d ↔ 4d crossover leads to the following changes in
dependence of the diffusion coefficient D on: (a) the size variable from D ∼ L−1.75
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to D ∼ L−2, (b) the temperature variable from D ∼ (T − Tc)
1.75 to D ∼ (T – Tc),

(c) the concentration variable from D ∼ (x – xc)
14 to D ∼ (x – xc)

2, (d) the pressure
variable from D ∼ (p – pc)

0.933 to D ∼ (p – pc)
0.667. Near the glass-transition

critical point of CSW the shear viscosity has much stronger power-law singularity:
η∼ ðT − TcÞ− 1.81 ∼ ðx− xcÞ− 14.48 ∼ ðp− pcÞ− 0.965 than in the vicinity of the 3d
high-temperature critical point: η∼ ðT − TcÞ− 0.065 ∼ ðx− xcÞ− 0.199 ∼ ðp− pcÞ− 0.042.
An important problem of the violation of the Stokes-Einstein relation (SER) in
CSW is discussed. Specific properties of LMS and QENS spectra in confined
liquids were studied. It was shown that with increasing the characteristic system’s
size L: (1) the widths Γc of the central Rayleigh line and ΔEðq2Þ of the QENS peak,
being proportional L− 2, are rapidly decreasing; (2) the width ГMB of
Mandelstam-Brillouin components is strongly shortening (broadening) according to
ГMB ∼ L3; (3) the frequency shift ΔΩMB of the Mandelstam-Brillouin components
is weakly increasing (decreasing) in accordance with ΔΩMB ∼ L−0.087; (4) the
Landau-Placzek relation is essentially decreasing (increasing) as is seen from
Ic/2IMB ∼ L−1.79. These results create a reliable background to introduce a new
additional diagnostic method of early detecting the tumor formation in practical
medicine.

Abbreviations

CSW Confined supercooled water
LLCP Liquid-liquid critical point
LDW Low density water
HDW High density water
CF Correlation function
OZ Ornstein-Zernike
DCF Direct correlation functions
DC Dimensional crossover
D Diffusion coefficient
d Spatial dimensionality
3d ⇔ 2d Crossover between 3-dimensional and 2-dimensional systems
deff Effective spatial dimensionality
dfr Fractal dimensionality
SER Stokes-Einstein relation
LMS Light molecular scattering
MBC Mandelstam-Brillouin components
LPR Landau-Placzek relation
HB Hydrogen bond
NMR Nuclear magnetic resonance
QENS Quasi-elastic neutron scattering
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12.1 Introduction

Effects of confinement on phase transitions and critical phenomena and its differ-
ences from bulk critical behavior were actively studied in many systems of
experimental, theoretical, and practical interest such as bounded fluids and liquid
crystals, non-homogeneous liquids in external fields, low-dimensional magnetic
systems, few-layer graphene, carbon nanotubes, porous media, biological mem-
branes, vesicles, synaptic clefts, etc. [1–20].

This list of confined systems should be extended, without any doubts, by the
most mysterious and unique substance—liquid water. Theoretical and experimental
studies as well as computer simulations predict an anomalous behavior of the
supercooled water that obviously has, besides a high-temperature critical point at
the critical temperature T1c ≈ 647 K (t1c ≈ 374 °C), another low-temperature
critical point at the critical temperature T2c ≈ 228 K (t2c ≈ −45 °C) [21–53]. It
should be noted that bulk water, supercooled to such low temperatures, cannot exist
in an ordinary liquid state because of its freezing. At the same time in confined fluid
systems with hydrophobic boundary surfaces the critical parameters as the critical
temperature Tc, critical pressure Pc, critical density ρc (or critical concentration xc in
mixtures) are shifted to lower values, preventing such systems from crystallization.
It allows studying low-temperature critical anomalies of confined supercooled water
(CSW) by experimental methods and computer simulations even near and below
T2c ≈ 228 K.

The recent review “A Tale of Two Liquids” was written by 16 authors actively
studying the anomalous properties of water [21]. Four different scenarios were
proposed to explain the water anomalies from ambient conditions to the
deep-quenched supercooled metastable region, being as follows: (a) the first sce-
nario known as the “stability limit conjecture” [22] was proposed be Speedy in
1982, using empirical equations of state for water and water phase diagram in the
metastable region; (b) the second scenario known as the “2nd critical-point
hypothesis” [23] was proposed by Poole, Sciortino, Essmann, and Stanley 10 years
later in 1992, using ideas of the fluctuation theory of phase transitions; (c) the third
“critical-point free” scenario [24, 25] was proposed by Poole, Sciortino, Grande,
Stanley, and Angell in 1994, taking into account effects of hydrogen bonds on the
thermodynamic behavior of liquid water and its glass-forming properties; (d) the
fourth scenario known as the “singularity-free” [26] was proposed by Sastry,
Debenedetti, Sciotino, and Stanley in 1996, using the thermodynamics of super-
cooled water and lattice-model calculations.

Summarizing all the results on anomalous physical properties of water obtained
in molecular dynamic simulations and real experiments, one may formulate the
following important conclusions [21–53]:

(a) Such thermodynamic properties of CSW as the isobaric heat capacity
CP =Tð∂S ̸∂TÞP, the isothermal susceptibility χT or, better saying, for fluids—
the isothermal compressibility χT = − ð∂V ̸∂PÞT ̸V , and the isobaric thermal
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expansion coefficient αT = − ð∂V ̸∂TÞP ̸V diverge with power laws as the
temperature is approaching the 2nd low-temperature critical point.

(b) Not only thermodynamic but also dynamic physical properties like the diffusion
coefficient D and the shear viscosity η demonstrate a singular power-law
behavior near the critical point of CSW.

(c) Theoretical explanation of critical anomalies of CSW is based on the most
probable “2nd critical-point hypothesis” together with the notion of “the
liquid-liquid critical point (LLCP)”, located in a deeply quenched metastable
state. The hypothesis predicts an existence of two CSW phases: (1) a low
density water (LDW) with a disordered structure and Arrehenious behavior,
(2) a high density water (HDW) with an ordered tetrahedral structure and
non-Arrehenious behavior of dynamic properties. These two CSW phases are
separating from each other by the Widom line [54].

The proposed review paper is based on the “2nd critical-point hypothesis” and
aimed at studying the problems as follows:

(1) the Widom line and its analogues in supercooled and supercritical fluids;
(2) effects of dimensional crossover (DC) on the critical exponents, effective spatial

deff and fractal dfr dimensionalities;
(3) anomalous behavior of the diffusion coefficient D and the shear viscosity

coefficient η in bulk fluids and CSW near the critical points;
(4) spectra of the light molecular scattering (LMS) and quasi-elastic neutron

scattering (QENS) and its possible medical applications.

12.2 The Widom Line and its Analogues in Bulk
and Confined Fluids

As is known, it is possible to introduce different lines or boundaries to divide
“liquid-like” and “gas-like” states of supercritical and supercooled fluids, most
popular among them being as follows:

the Frenkel line characterizing a boundary between “rigid” or “solid-like” and
“soft” or “gas-like” states of a fluid [55],
the Fisher-Widom line giving the boundary between oscillatory and monotonic
behavior of the G2ðrÞ= gðrÞ− 1, where G2ðrÞ is a pair correlation function, gðrÞ is
a radial distribution function [56],
the Widom line defining a line of the correlation length ξ maximum points (this
name was proposed by Stanley and his collaborators [54, 57]).

Without claiming to give a complete chronology of the Widom-line studies, first
it should be noted papers [54, 58–64] in which one can find different definitions of
this line. As was mentioned above, a key notion of the Widom line in [54] is
connected with a line of the correlation length extrema points. Another definition
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was used in [60–63] where the Widom line corresponds to a line of zero ordering
field. In [64] one can find references on studies the Widom line near the
low-temperature LLCP of CSW.

To author’s best knowledge, a similar line was independently established in [58]
as a line of susceptibility (compressibility) χT maxima points for bulk fluids. This
line was found on the basis of experimental data on light scattering with a corre-
sponding theoretical interpretation in the supercritical region of one-component
fluid n-pentane and two-component fluid mixture n-pentane—cyclopentane. It
seems to be obvious an analogy between both definitions of the Widom line as loci
of the correlation length ξ maxima [54] and the susceptibility (compressibility) χT
maxima [58] due to fluctuation and/or fluctuation-dissipative theorems like a
so-called “integral of compressibility” introduced in the statistical theory of con-
densed matter (see e.g. [65–67])

ρkTχT =1+ ρ

Z
G2 rð ÞdV∝ξ2− η* , ð12:1Þ

where η* is a critical exponent of the pair correlation function G2(r) of the
order-parameter fluctuations [68].

Supercritical bulk fluids. Here, we shall pay special attention to results obtained
in [58] where an analogue of the Widom line was introduced with taking into
account the experimental and theoretical studies a line of maxima susceptibility
(isothermal compressibility) points of fluids in the supercritical region. Let us
consider the data [58] on the light scattering near the liquid-gas critical point in
supercritical bulk fluids. We studied the properties of a substance for values of the
temperature variable τM and order parameter φM corresponding to maxima points of
the isothermal compressibility βTðτM ,φMÞ at T > Tc. An analysis of the experi-
mental data in the single-scattering approximation shows that the light scattering
intensity at small scattering angles

I = I0
π2VkBT

2λ4R2
ð∂ε
∂φ

Þ2 ∂φ
∂h

, ð12:2Þ

passed through its maxima points at non-zero temperature values
τM = ðT −TcÞ ̸Tc ≠ 0 and at fixed heights H ≠ 0 (Fig. 12.1a and b). Here, in (12.2)
φ is the order parameter; h= ρcgH ̸Pc is the conjugated external field variable
associated with the gravitational field; H is the height which is measured at T > Tc

from the level H = 0 where the order parameter φ (the deviation of the density in a
one-component fluid or the composition in a two-component solution) is equal to
zero. A fundamental question should be mentioned of how close to the critical point
one can regard the single-scattering contribution as primary, adequately describing
the experimental data, and double and multiple scattering as corrections. An answer
to this question and the convergence of the iterative series in the scattering orders
was discussed in [69–75].
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The scaling theory of critical phenomena and phase transitions in bulk systems
allows to investigate the experimentally observed behavior of the light scattering
intensity using the following equation of state for fluid systems or an equivalent
form for magnetic systems (see e.g. [3, 7, 9]:

Δμ= τβδGðyÞsignh, H =M Mj jδ− 1f ðxÞ. ð12:3Þ

Here Δμ is the deviation of the chemical potential, GðyÞ is a scaling function,
and y=φ ̸τβ for fluids; H is the magnetic field, M is the magnetization, f ðxÞ is a
scaling function of an argument x= τ ̸M1 ̸β for magnetic systems. At susceptibility
extrema points in bulk fluids for fixed external fields h in the vicinity of the critical
point one has

ð∂I
∂τ
Þh = − I

βδGðyÞ
τG′ðyÞ ½

d
dy

ðlnG
γ ̸βδ

G0 Þ�=0. ð12:4Þ

Equation (12.4) and the 2nd extremum condition ð∂I ̸∂ϕÞh =0 are satisfied for a
constant value y= yM which gives a zero value of the derivative

Fig. 12.1 The temperature dependence of the light single-scattering intensity: a in n-pentane at
different heights H = 1.30 cm (curve 1), H = 1.00 cm (curve 2), H = 0.75 cm (curve 3),
H = 0.40 cm (curve 4), and H = 0.15 cm (curve 5); b in n-pentane-cyclopentane solution at
different heights H = 1.40 cm (curve 1), H = 0.70 cm (curve 2), H = 0.40 cm (curve 3),
H = 0.25 cm (curve 4), and H = 0.10 cm (curve 5)
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d
dy

ðlnG
γ ̸βδ

G0 Þ=0. ð12:5Þ

Numerical experimental values of yM ,GðyMÞ,G0ðyMÞ at susceptibility extrema
points in n-pentane and solution of 0.386 mol fraction cyclopentane in n-pentane
obtained by Alekhin and Krupskii, together with theoretical interpretation proposed
by Chalyi [58], show the constancy of these scaling quantities in the supercritical
region.

Thus, it gives a possibility to conclude that an experimentally observed in the
supercritical region and theoretically confirmed line of susceptibility extrema points
in bulk fluid systems, being similar to the Widom line, possesses the following
important properties:

• the order parameter behaves along this line φM ∼ τβM as on the coexistence curve,
• the condition yM = const, together with conditions GðyMÞ= const,

G0ðyMÞ= const, is equivalent to the temperature dependence of susceptibility
χM ∼ τ− γ

M as on the critical isochore,
• the heat capacity CVM ∼ τ− α

M as on the critical isochore,
• the “field” dependences of the order parameter φM ∼ h1 ̸δ

M as on the critical
isotherm,

• the susceptibility χM ∼ h− ðδ− 1Þ ̸δ
M as on the critical isotherm,

• the heat capacity CVM ∼ h− α ̸βδ
M as on the critical isotherm.

It should be mentioned that a line of the susceptibility maxima observed in [58]
is not the only analogue of the Widom line in the supercritical region. Another
example of an analogue of the Widom line was discovered in [59]. Here, authors
determined the velocity of acoustic waves with nanometer wavelength in super-
critical fluid argon at high pressure using inelastic X-ray scattering and molecular
dynamic simulations. The obtained results allow finding the Widom line which
divides the supercritical region into gas-like and liquid-like parts.

Supercritical confined fluids. Now, let us discuss a line of susceptibility maxima
points as an analogue of the Widom line for supercritical confined fluids. However,
there is a problem that put this statement under a certain doubt for confined sys-
tems. To explain this problem, let us consider specific conditions of the universality
classes for which one has a similar critical behavior of different physical properties.
As is known [3, 7, 9, 18], these conditions of universality classes for bulk systems
with L ≫ ξ are as follows: (a) the same space dimensionality D; (b) the same
dimensionality (number of components) n of a system’s order parameter; (c) the
same type (short- or long-range) of the intermolecular interaction; (d) the same
symmetry of Hamiltonian (fluctuation part of the thermodynamic potential).

While changing one (or more) of these four conditions, the crossover phe-
nomena may appear in the bulk as well as in systems under confinement. In latter
case, i.e. in confined systems with ξ ≥ L, the following additional conditions of
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universality classes have to be taken into account [18, 76]: (e) the same type
(hydrophilic, hydrophobic or partial wetting) boundary conditions, (f) the same
geometric form of system’s limiting surfaces or the same lower crossover dimen-
sionality Dcros, (g) the same physical property under consideration.

The lower crossover dimensionality Dcros mentioned in the condition (f) means
such a dimensionality which characterizes a limiting volume in the case when one
(two or all three) its linear size is approaching a monomolecular thickness. Thus,
thin films have a form of monomolecular planes with Dcros = 2, cylindrical pores
receive a form of monomolecular wires with Dcros = 1, while quantum dots or
vesicles have a limiting form of a single molecule with Dcros = 0.

The final condition (g) considers to be important just for a problem mentioned
above, because the equations for coordinates of maxima or minima for the physical
properties in systems with confinement contain non-universal amplitudes in the
scaling laws. Therefore, in contrast to the critical behavior in bulk fluid systems
with L ≫ ξ having the single critical point, these equations give (a) analogues of
critical parameters which are different due to non-universal amplitudes, say, for the
heat capacity or the isothermal susceptibility, etc. as well as (b) a non-singular
“rounding” extrema points for physical properties in reduced geometry with ξ ≥ L
and (c) different and non-universal characteristics of the Widom line and its ana-
logues for confined fluids.

12.3 Effects of DC on the Low-Temperature LLCP
of CSW

This section will be devoted to a particular case of crossover (transitional) phe-
nomena—a DC describing a smooth transition between systems of different spatial
dimensionalities [18, 76–87]. A DC is usually governed by a relationship between
the correlation length ξ of order parameter fluctuations and a linear size L of a
system’s restricted volume under consideration.

It was shown that: (a) in the case of the 1st type DC, the dependence of various
physical properties on temperature, density, pressure, and other thermodynamic
variables in 3d bulk fluids with L ≫ ξ transfer to dependence of these properties
on linear sizes in 3d confined fluids with L ≤ ξ; (b) in the case of the 2nd type DC,
a further decrease of linear sizes in 3d confined fluids converted into a change of the
spatial dimensionality, i.e. into a smooth crossover phenomena between
3-dimensional and 2-dimensional fluid systems. Such a smooth 3d⇔ 2d DC of the
effective critical exponents αeff , γeff , νeff for the temperature dependence of the
isochoric heat capacity CV , the isothermal compressibility βT , and the correlation
length ξ was examined for fluids in reduced geometry in [85].

Here, we shall study the influence of a 3d ↔ 2d DC on the effective critical
exponent βeff of the coexistence curve and on the effective critical exponent δeff of
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the critical isotherm as well as on the effective spatial deff and fractal dfr dimen-
sionalities for bulk and confined fluids.

To study the properties of confined fluids (generally saying, any soft-matter
confined substances), we used a method of finding the pair correlation function
(CF) G2(r) as a Green function of the Helmholtz operator, corresponding to the
differential Ornstein-Zernike (OZ) equation with appropriate boundary conditions at
limiting surfaces [4, 13, 15]. These differential equations derived from the exact
integral OZ equation for short-range direct correlation functions (DCF) C(r) con-
sidering any number of its spatial moments Ci and real intermolecular potentials. In
the approach that takes into account only the main contributions to CF G2(r) and
zero (hydrophobic) boundary conditions the following formulas were obtained for
spatially confined systems in geometry of plane-parallel layers (slitlike pores) and
cylindrical samples:

G2ðρ, zÞ= ð2πL0Þ− 1K0½ρðκ2 + n2π2 ̸4L20Þ1 ̸2� cosðπz ̸2L0Þ, ð12:6Þ

G2ðr, zÞ=D1J0ðμ1r ̸aÞ exp½− ðκ2 + μ21 ̸a2Þ1 ̸2 zj j�, ð12:7Þ

where K0(u), J0(u) are the Biessel and Macdonald functions. These formulas
demonstrate the dependence of the correlation properties on linear sizes of confined
fluids such as layer thickness H = 2L0 or cylinder radius a as well as on boundary
conditions in accordance with requirements (e) and (f) for universality classes.

Since the pair CF G2(r) for confined systems does not have in general an
exponential form, it is natural to define the correlation length ξ of fluctuations as a
normalized second spatial moment M2 as follows:

ξ=
ffiffiffiffiffiffi
M2

p
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ
G2ðrÞr2dr ̸

Z
G2ðrÞdr

s
. ð12:8Þ

The corresponding formulae for the correlation length of slitlike and cylindrical
pores contain not only the thermodynamic variables, but also the geometrical
parameter S=L ̸d0 characterizing the number of molecular layers along the
direction of pore’s spatial limitation (for slitlike pores L = H, where H is its
thickness, while for cylindrical pores L = a, where a is its radius), d0 is a diameter
of molecules (for water molecules d0 ≈ 0.3 nm).

To calculate the dependence of physical properties on linear sizes of a fluid’s
volume, it is necessary to introduce, instead of the temperature variable
τ= ½T − Tcð∞Þ� ̸Tcð∞Þ in bulk fluids, the following new temperature variable for
fluids in confined geometry [86]:

τðS, ξÞ= ðG ̸SÞ1 ̸ν + ½1+ ðG ̸SÞ1 ̸ν�ðξ0 ̸ξÞ1 ̸νsignτ, ð12:9Þ
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where the geometrical factor G = π for plane-parallel layers or slitlike pores, and
G = μ1 = 2.4048 for cylindrical pores where μ1 is the first zero of the Biessel
function.

It follows from (12.9) that:

(a) for relatively large sizes L ≫ ξ it is easy to find that due to an inequality
S = L/d0 ≫ 1 the correlation length ξ is approaching its bulk value ξ= ξ0τ

− ν.
In this case one has

ξ0 ̸ξ ≫ ðG ̸SÞ½1+ ðS ̸GÞ1 ̸ν�ν, ð12:10Þ

and a term with ðG ̸SÞ in (12.9) may be omitted. Therefore, all the physical
properties depend on the thermodynamic variables (temperature, pressure, density
or concentration, etc.);

(b) in the opposite case of small fluid’s volumes with L ≪ ξ, when such an
inequality takes place

S=L ̸d0 ≫ Gðξ ̸ξ0Þ½1+ ðG ̸SÞ1 ̸ν�− ν, ð12:11Þ

all the physical properties depend only on linear sizes in confined fluids, as it is
really predicted for the 1st type of a DC.

As an example, let us consider the case of relatively small linear sizes S and
relatively large correlation lengths ξ. Say, let the number S of molecular layers
along the direction of spatial limitation be changing from 10 to 30, while the
temperature variable τ ≈ 10−3–10−4, i.e. the correlation length ξ ̸ξ0 ≈ 10−2–10−2.5.
Then the first term in the braces in (12.9) is 10 times larger than the second one.
Therefore, by omitting the second term depending on the correlation length, one
receives the expressions for physical properties depending only on the size variable.

Similar to the temperature variable τðS, ξÞ for confined fluids given by (12.9), the
density ΔρðS, ξÞ and pressure ΔpðS, ξÞ variables should be introduced according to
the following formulae [87]

ΔρðS, ξÞ= G ̸Sð Þβν + 1+ G ̸Sð Þβν
� �

ξ0 ̸ξð ÞβνsignΔρ, ð12:12Þ

ΔpðS, ξÞ= G ̸Sð Þβδν + 1+ G ̸Sð Þβδν
� �

ξ0 ̸ξð Þβδν signΔp. ð12:13Þ

To study a DC of the 2nd type, the following expression for any effective critical
exponents neff may be used to describe a smooth transition between its 3d value n3
and 2d value n2 [18]:
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neff = n3 + ½ð2 ̸πÞarctgðax− bÞ− 1�ðn3 − n2Þ ̸2, ð12:14Þ

where the dimensionless size x=H ̸Hcr depends on the thickness Hcr at which a
3d ↔ 2d DC occurs. Our theoretical calculations demonstrate a good agreement
with computer experiment studies [16], in which the authors consider Hcr ≈ 2.4 nm
for a slitlike pore filled by water. Equation (12.14) looks similar to the (12.58)
giving a crossover between hydrodynamic and fluctuation regions for the width Гc
of the central Rayleigh component of the light-scattering spectrum in the
mode-mode coupling dynamic theory of critical phenomena [12, 88–90].

Table 12.1 contains the results of effective critical exponents for confined fluids
like CSW with a scalar order parameter. A 3d ↔ 2d DC is taken into account
between values of critical exponents α=0, β=1 ̸8, δ=15, γ =7 ̸4, ν=1 for
2d-systems and α=0.110, β=0.3265, δ=4.789, γ=1.237, ν=0.630 proposed by
Anisimov and his collaborators [60–63] for 3d-systems belonging to the
Ising-model universality class.

In addition, the effective spatial deff and fractal dfr dimensionalities, accompa-
nying a 3d ↔ 2d DC, are given in the last two columns. Here we use a known
hyperscaling formula for the effective spatial dimensionality deff = ð2− αeff Þ ̸νeff
and the Mandelbrot’s formula for the fractal dimensionality dfr = deff − βeff ̸νeff .

An important conclusion may be formulated on the basis of these results: the
spatial and fractal dimensionalities are gradually varying with change of linear size
of a system. Figure 12.2 illustrates the dependence of deff and dfr on number S of
molecular layers in confined fluid systems.

Fig. 12.2 The dependence of the effective spatial deff and fractal dfr dimensionalities on number
S of molecular layers in a confined system
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Studies of the fractal dimensionality dfr and its dependence on a geometrical
number S are important for understanding the basic principles of nucleation pro-
cesses. Most considerations and results of the theory of the formation of a new
phase are based on the convenient concept of a spherical nucleus. However, this
assumption is not valid for deep quenches to the metastable region because of the
fractal nature of new-phase nucleus. New phase nuclei are fractal objects in early
stages of its formation [91]. Conclusions on the fractal nature of clusters of a new
phase are also supported by computer-simulation studies [92]. Another proof of this
fact is as follows: the mean-square fluctuation of the number of particles 〈ΔN2〉1/2 in
clusters of a new phase is directly determined by its fractal dimensionality dfr
according to the scaling formula [93, 94]

ffiffiffiffiffiffiffiffiffiffiffiffiffi
⟨ΔN2⟩

p
=Ldfr fNðx, yÞ. ð12:15Þ

Here, the fractal dimensionality dfr is connected with the spatial dimensionality
d and critical exponents β and ν by the above-mentioned Mandelbrot’s formula, L is
a cluster’s linear size, fNðx, yÞ is a corresponding scaling function of arguments
x = τL1/ν and y = hLβ/ν, τ and h are the temperature and field variables.

A considerable difference between the effective spatial and fractal dimension-
alities given in Table 12.1 means that the nuclei of a new phase are not compact and
spherical but rather branching objects. The specific features of physical properties
and fractal structures in the metastable region were discussed in detail (see e.g.
[12, 91, 95]).

In particular, the studies of the effective values of dimensionalities and
co-dimensionalities [96, 97] show that the growth of fluctuating clusters due to its
coalescence is a less probable process with transfer from 2d to 3d geometry, i.e.
with increasing a geometrical parameter S and numerical values of difference
deff – dfr.

12.4 Anomalies of Diffusion Coefficient in Bulk Water
and CSW

As it was mentioned in Introduction, the diffusion coefficient D has an unusual
behavior along isobars crossing the Widom line generated from a LLCP. In par-
ticular, the diffusion coefficient D demonstrates a crossover right at the Widom line
from a non-Arrhenius (“fragile”) HDW with the power-law temperature
dependence

D∝ðT −TMCTÞγ , ð12:16Þ

where TMCT is the corresponding crossover temperature from the mode coupling
theory with TMCT =231 K and γ = 1.7–1.9, to an Arrhenius (“strong”) LDW with
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the exponential-law temperature dependence D∝ expð−Eact ̸kTÞ, where Eact is the
activation energy [42–46].

Here, we shall study a critical behavior of the diffusion coefficient D for a
non-Arrhenius phase of CSW near the low-temperature critical point. Taking into
account ideas of the finite-size scaling theory in binary liquid mixtures and results
of a 2d ⇔ 3d dimensional crossover, one may testify that properties of fluids near
phase transitions and critical points for a certain class of universality demonstrate
identical dependence on the characteristic size L of a system and thermodynamical
parameters. It is seen from the hypothesis of finite-size scaling which can be for-
mulated for a singular part of the Gibbs free energy as follows:

Gs =L− dfGðΔxL1 ̸ν, hLβδ ̸νÞ. ð12:17Þ

For definiteness, a binary liquid mixture like CSW near the LLCP is examined,
which belongs to the class of universality of 3-dimensional Ising model and for
which the critical exponents have such values: β=0.3265, δ=4.789, ν=0.630
[60–63].

Formulae (12.9), (12.12) and (12.13) for τ,Δp,Δx allow to examine the limiting
cases, namely: (1) for nanoscale confined systems, when S ≤ ξ*, the first addends in
these expressions depending on linear sizes play a basic role; (2) for bulk systems,
when S ≫ ξ*, a dominant role belongs to the second addends, which contain the
correlation length depending on thermodynamics variables.

Let us consider any dynamic physical properties (namely, the diffusion coeffi-
cient D) of confined systems with taking into account its vicinity to the points of
phase transitions or critical points.

Dynamic fluctuation region. The term “fluctuation region” will be used in two
senses. Firstly, as a dynamic fluctuation region, where singular parts aS of the
Onsager kinetic coefficients substantially prevail their regular parts a0 and where
the following inequalities are fulfilled for thermodynamics variables: 0 ≤ τ < τD,
0≤Δp<ΔpD, 0≤Δx<ΔxD. Here τD = ðTD −TcÞ ̸Tc,ΔpD = ðpD − pcÞ ̸pc,
ΔxD = ðxD − xcÞ ̸xc are so-called the crossover temperature [98], pressure and
concentration [87], for which aS ≈ a0. Secondly, as a region in the immediate
vicinity of the phase transition (critical) points, where the role of fluctuation effects
becomes decisive due to the Ginzburg-Levanyuk criterion [99, 100] expressed by
the following inequalities for thermodynamic variables τ,Δp,Δx and the Ginzburg
number Gi:

0 ≤ τ ≪ Gi, 0 ≤ Δp ≪ Gi1 ̸βδ, 0 ≤ Δx ≪ Gi1 ̸β, ð12:18Þ

The dynamic scaling theory provides for a singular part aS of the Onsager kinetic
coefficients such divergences:
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aS ̸a0 ∼ ξ ̸ξ0 ∼ τðS, ξ*Þ− ν ∼ΔpðS, ξ*Þ− ν ̸βδ ∼ΔxðS, ξ*Þ− ν ̸β, ð12:19Þ

where indexes equal ν ̸βδ=0403, ν ̸β=1, 930. The compressibility
χp, T ∼ ∂x ̸∂μð Þp,T of a binary liquid mixture at constant pressure and temperature
(in general case—susceptibility) is determined by fluctuation theorems (or
fluctuation-dissipative theorems for non-equilibrium properties) and described by
the following formulae:

ð12:20Þ
where such equalities between critical exponents dν=2− α, βδ= β+ γ,
α+2β+ γ =2 are taken into account and the critical exponent α=0.110.

The diffusion coefficient of a binary liquid mixture in a fluctuation region is
determined by a product of singular part of the Onsager kinetic coefficient and
reverse value of the isobaric-isothermal compressibility

D= aSð∂μ ̸∂xÞp,T ∼ L1− γ ̸νf ð1ÞD ðy, zÞ∼ τγ − νf ð2ÞD ðy, zÞ∼Δxðγ − νÞ.βf ð3ÞD ðy, zÞ∼
∼ ΔpðS, ξ*Þðγ − νÞ ̸βδf ð4ÞD ðy, zÞ.

ð12:21Þ

This formula foresees an approaching the diffusion coefficient D of bulk
3d fluids to zero value in a binary mixture according to such power laws:

D∼ L− 0.963 ∼ τ0.607 ∼Δx1.859 ∼Δp0.388. ð12:22Þ

The diffusion coefficient of 2d fluids like CSW belonging to the Ising-model
universality class may have the following power-law critical behavior near the
LLCP with taking into account such values of the critical exponents
α=0, β=0.125, δ=15, γ =1.75, ν=1:

D∼ L− 0.75 ∼ τ0.75 ∼Δx6.0 ∼Δp0.4. ð12:23Þ

An effect of the spatial dispersion (non-locality) for the diffusion coefficient
D allows avoiding a non-physical results in D, namely its zero value D→ 0 and,
correspondingly, in the width of central (Rayleigh) line of the light-scattering
spectrum Гc → 0 and an infinite value in the relaxation time tc ∼ 1/Гc → ∞ in the
critical and phase-transition points.

In particular, experimental confirmation of these results is as follows:( a) a finite
decreasing the width Гc of central (Rayleigh) line in light-scattering spectrum,
allowing for the spatial and/or temporal dispersion of the critical fluctuations, (b) a
finite narrowing the width Гc and, correspondingly, a large but finite increasing the
relaxation time tc ∼ 1/Гc at the critical (phase transition) points.

At the same time, studies of the non-equilibrium critical phenomena such as the
diffusion processes and viscous flow are difficult to conduct in the dynamic
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fluctuation region. One of possible reasons is a small value of the dynamic
crossover temperature τD ≈ 10− 5.

Dynamic crossover region. Inequalities

τD < τ < Gi, ΔpD < Δp < Gi1 ̸βδ, ΔxD < Δx < Gi1 ̸β ð12:24Þ

are valid in this region, where singular and regular parts of the Onsager kinetic
coefficients become the same order (aS≈a0). Then, peculiarities of the diffusion
coefficient D are determined only by a derivative ∂μ ̸∂xð Þp,T , according to formula
as follows:

D≈ 2a0ð∂μ ̸∂xÞp, T ∼L− γ ̸νf ð1ÞD ðy, zÞ∼ τγf ð2ÞD ðy, zÞ∼Δxγ ̸βf ð3ÞD ∼Δpγ ̸βδf ð4ÞD ðy, zÞ.
ð12:25Þ

For certain liquids including water the Ginzburg number Gi≈0.3 [91], that is
why experimental studies of the diffusion coefficient D may be conducted in the
dynamic crossover region 10− 4 < τ < 0.3.

In this region one has such theoretic predictions on the dependence of the bulk
3d diffusion coefficient on linear sizes and thermodynamic variables

D≈ 2a0 ∂μ ̸∂xð Þ ∼ L− 1.963 ∼ τ1.237 ∼ Δx3.789 ∼ Δp0.791 ð12:26Þ

On the other hand, the corresponding expressions for the 2d diffusion coefficient
in CSW may be written in the following form:

D∼ L− 1.75 ∼ τ1.75 ∼Δx14 ∼Δp0.933. ð12:27Þ

Dynamic regular region. In a dynamic regular region, where such conditions
take place for thermodynamic variables and the Ginzburg number:

Gi < τ ≤ 1, Gi1 ̸βδ < Δp ≤ 1, Gi1 ̸β ≪ Δx ≤ 1 ð12:28Þ

fluctuation effects do not play a substantial role. The proper critical exponents in
formulae for the diffusion coefficient receive their values from the Landau theory,
namely: β= ν=1 ̸2, γ =1, δ=3. As a result, one has such an expression for the
diffusion coefficient:

D∼ L− 2 ∼ τ∼Δx2 ∼Δp2 ̸3, ð12:29Þ

being valid for fluids like water in the intervals of temperature 0.30 < τ ≤ 1,
pressure 0.45 < Δp ≤ 1, and concentration 0.09 ≪ Δx ≤ 1.
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As is well-known, the Landau theory of the 2-order phase transition and critical
phenomena is valid for the spatial dimensionality d = 4 (with a logarithmic
accuracy). It means that a transition between the dynamic crossover behavior and
the dynamic regular behavior may be treated as a 3d ⇔ 4d crossover phenomena.

An important illustrations of such a crossover in bulk fluids (including bulk
water) are changes in the diffusion-coefficient dependences on: (a) size—from
D ∼ L−1.963 to D ∼ L−2, (b) temperature—from D ∼ (T − Tc)

1.237 to D ∼ (T – Tc),
(c) concentration—from D ∼ (x – xc)

3.789 to D ∼ (x – xc)
2, (d) pressure

D ∼ (p – pc)
0.791 to D ∼ (p – pc)

0.667.

In confined 2d fluids like CSW such a transition between crossover and regular
behaviors should be treated, obviously, as a 2d ⇔ 4d crossover phenomena
omitting 3d case because results of the Landau theory are independent on a spatial
dimensionality. This 2d ⇔ 4d crossover phenomena leads to the following changes
in dependence of the diffusion coefficient D on: (a) the size variable from
D ∼ L−1.75 to D ∼ L−2, (b) the temperature variable from D ∼ (T − Tc)

1.75 to
D ∼ (T – Tc), (c) the concentration variable from D ∼ (x – xc)

14 to D ∼ (x – xc)
2,

(d) the pressure variable from D ∼ (p – pc)
0.933 to D ∼ (p – pc)

0.667.

12.5 The Shear-Viscosity Anomalies in Bulk Water
and CSW

The theoretical and experimental studies of the dynamic critical phenomena,
including the dynamic anomalies in bulk and confined aqueous systems, require
taking into account the most important problems in this field as follows.

12.5.1 The Dynamic Critical Exponent

In the dynamic scaling theory the relaxation (life) time tr of the order-parameter
fluctuations and therefore the width Гc = 1/tr of the central Rayleigh component of
the critical-opalescence spectrum is given by the following formula in individual
bulk fluids:

Γs
c = qz

*
fΓðqξÞ. ð12:30Þ

Here q= 2π
ffiffi
2

p
λ ð1− cos θÞ1 ̸2 is the change in the wave vector on scattering by an

angle θ for a light beam with the wavelength λ, fΓðqξÞ is the corresponding scaling
function.

The main problem is to establish the value of the dynamic critical exponent z*
because the known scaling equalities for the critical exponents do not contain this
critical index. Far from the critical point, where Γb

c ≫ Γs
c, one has z* = 2 or
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z* = 2 − η* depending on whether the OZ approximation or a scaling-invariant
form of the pair CF G2 is used. In the immediate vicinity of the critical point, if one
neglects Γb

c , it follows that z* = 3 (see (12.59)). Such a value of z* corresponds to
an additional assumption that the shear viscosity ηs is regular or has a weak log-
arithmic divergence at the critical point. In reality, the shear viscosity has a weak
power-law singularity at a high-temperature critical point [101]:

ηs ∼ ξXη , ð12:31Þ

where the critical exponent Xη theor = 0.065. Experimental studies (see e.g. [9, 12,
73] confirm this theoretical result: Xη exp = 0.063 ± 0.024. Therefore, the dynamic
critical exponent in bulk fluids is: z*theor = 3 + Xη theor = 3.065 and z*exp
= 3.063 + 0.024 (say for the mixture 3-methylpentane-nitroethane [102]. The
temperature dependence of the dynamic critical exponent z* showing a smooth
transition from z* = 2 to z* = 3.06 is given in Fig. 12.3.

The dependence of the shear viscosity on the temperature τ, concentration Δx,
and pressure Δp variables is given by the following power-law relations for 3d bulk
fluids:

ηsc ∼ ξ0.065 ∼ τ− 0.041 ∼Δx− 0.124 ∼Δp− 0.026. ð12:32Þ

12.5.2 The Dynamic Scaling Function FГ(x) and Diffusion
Coefficient D

Existing versions of the dynamic scaling hypothesis predict different scaling
functions fГ(x) in (12.30). The exact structures of these scaling functions are nec-
essary to verify the attractive universality hypothesis of the equilibrium phenomena
as well as the non-equilibrium phenomena near the critical and phase-transition
points.

Fig. 12.3 The temperature
dependence of the dynamic
critical exponent z*
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The diffusion coefficient D determined experimentally from the Rayleigh line-
width Гc in bulk binary fluid mixtures satisfies the SER relation

D= lim
x→ 0

ΓcðxÞq− 2 =RkBT ̸ηξ. ð12:33Þ

Numerical calculations of the coefficient R in various variants of the dynamic
scaling theories (mode-mode coupling theory, decoupled-mode theory, etc.) give
R=1 ̸6π as in the initial SER, while the renormalization-group calculations predict
that R=1 ̸5π. A number of experiments have shown values of R≈ 1.2 ̸6π, while
another studies of Гc have confirmed results which agree with the mode-mode
coupling theory (see e.g. [9, 12]).

12.5.3 Peculiarities of Shear Viscosity and Central
Linewidth in CSW

Near the glass-transition critical point of CSW the shear viscosity has much
stronger power-law singularity than in the vicinity of the 3d high-temperature
critical point (see formula (12.31) with Xη ≈ 0.065Þ:

ηs = η0
T
Tg

− 1
� �− μ

, ð12:34Þ

where Tg ≈ 228K is the glass-transition critical temperature, μ≈ 1.81 is the critical
exponent of the shear-viscosity temperature dependence [103].

Allowance for formula (12.34) and the critical exponents β=1 ̸8, δ=15, ν=1
leads to the shear-viscosity dependence on linear sizes L, concentration
Δx= ðx− xgÞ ̸xg, and pressure Δp= ðp− pgÞ ̸pg in 2d CSW:

ηs ∼ Lμ ̸ν ∼ L1.81, ηs = η0
x
xg

− 1
� �− μ ̸β

∼Δx− 14.48, ηs = η0
p
pg

− 1
� �− μ ̸βδ

∼Δp− 0.965.

ð12:35Þ

The singular part of the width Γs
c of the central Rayleigh component in 2d CSW

depends on L, τ,Δx,Δp as follows:

(a) in the dynamic fluctuation region

Γs
c ∼ L− ð1+ μ ̸νÞ ∼L− 2.81, Γs

c ∼ τν+ μ ∼ τ2.81, Γs
c ∼Δxðν+ μg ̸β ∼ τ22.48,

Γs
c ∼Δpðν+ μÞ ̸βδ ∼Δp1.499,

ð12:36Þ
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(b) in the dynamic crossover region

Γs
c ∼L− μ ̸ν ∼L− 1.81,Γs

c ∼ τμ ∼ τ1.81,Γs
c ∼Δxμ ̸β ∼Δx14.48,Γs

c ∼Δpμ ̸βδ ∼ τ0.965,

ð12:37Þ

Taking into account effects of the spatial dispersion (non-locality) of
order-parameter fluctuations allows avoiding non-physical results ηs → ∞ and
Γs
c → 0 in the glass-transition critical point.
In the case of a weak power-law singularity one has for the temperature

dependence of the shear viscosity and the width of the central Rayleigh line the
following results near the 3d high-temperature critical point:

η− 1ðτ, qÞ= η− 1
0 ðτ0.041 + bq2Þ, Γs

c = ðkBT ̸16η0q3Þðτ0.041 + bq2Þ, ð12:38Þ

which lead to its finite values η= η0 ̸bq2 ≠ 0 and Γs
c = bkBT ̸16η0q≠ 0 for

τ= ðT −TcÞ ̸Tc → 0.
In the case of a strong power-law singularity of the shear viscosity near the

glass-transition critical point of 2d CSW one has such expressions for the tem-
perature dependence of the shear viscosity and the width of the central line

η− 1ðτ, qÞ= η− 1
0 ðτ1.81 + b0q2Þ, Γs

c = ðkBT ̸16η0q3Þðτ1.81 + b0q2Þ ð12:39Þ

and its finite values η= η0 ̸b0q2 ≠ 0, Γs
c = b0kBT ̸16η0q≠ 0 with approaching to the

critical glass-transition temperature (T → Tg).

12.5.4 The Crossover Function for the Shear Viscosity
and the Breakdown of the Stokes-Einstein Relation

To find the dynamic critical exponent z*, the dynamic scaling functions fГ(x) in
(12.30), and the coefficient R in (12.33), one must solve the problem of determining

the crossover functions fηðqξÞ and f ð1Þη ðqL, τL1 ̸ν,Δxβ ̸νÞ for the shear viscosity in
bulk and confined fluids according to the following formulae, respectively:

ηs = ξXη fηðqξÞ, ð12:40Þ

ηs = ξμ ̸νf ð1Þη ðqL, τL1 ̸ν,Δxβ ̸νÞ. ð12:41Þ

The important problem of the dynamic critical phenomena is the validity of the
SER (12.33) with R=1 ̸6π in bulk and confined fluids. As it is well known, the
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SER gives the relationship between the diffusion coefficient D and relaxation time
tr, which is proportional to the viscosity η,

tr ∝ η ̸D. ð12:42Þ

Really, one has such a relationship

Γc ∝ 1 ̸tc ∝D∝T ̸η, ð12:43Þ

which leads directly to the SER (12.42).
An experimental evidence of the SER violation was obtained from the nuclear

magnetic resonance (NMR) and the quasi-elastic neutron scattering (QENS) data in
CSW in the temperature interval from 280 to 190 K (see, e.g. [103–105]).
Specifically, the authors [103] presented a well-defined non-monotonic decoupling
of D and tr ∼ η which implied the SER breakdown as a change in the
hydrogen-bond (HB) structure of CSW. The authors [104] considered 3 types of
different water geometry: (a) confined water in a quasi-1d nanotube filled by water,
(b) confined water in a quasi-2d layer of the lysozyme protein, and c) bulk quasi-3d
water in methanol-diluted mixture. The NMR and QENS experimental results
showed that observed processes were independent on the system dimensionality
d and caused by the HB network governing the dynamic properties of water. On the
other hand, results from simulations of model glass formers in [105] showed that
the degree of the SER breakdown decreased with increasing spatial dimensionality
d, while the fragility of the studied liquids was found to increase with d.

12.6 Dynamic Light Scattering in Bulk and Confined
Fluids

Theoretical and experimental studies of the dynamic light scattering near the critical
and phase-transition points are the subject of a number of papers (see e.g. [9, 12,
73] and references there). First we shall consider this problem for the case of bulk
fluids in a single-scattering approximation. The problem of multiple light scattering
in fluids near the critical points was discussed in [12] with taking into account its
contributions to the integrated intensity and spectra of the light critical opalescence.

12.6.1 Characteristics of Dynamic Light-Scattering
Spectrum in Bulk Fluids

The hydrodynamic theory predicts that such characteristics of the dynamic light
scattering as the widths of the central Rayleigh component Гc and side
Mandelstam-Brillouin components (MBC) ГMB of the single-scattering triplet as
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well as the frequency shift of the side components ΔΩMB depend on the thermal
conductivity λ, the shear viscosity η, the bulk viscosity ς, the specific heat capacities
Cp and Cv, and the velocity of sound υ in a one-component bulk fluid:

Γc = λðqÞq2 ̸ρCpðqÞ, ð12:44Þ

ΓMB = ð4
3
ηðqÞ+ ςðqÞÞρ− 1 +

λðqÞ
ρCpðqÞ −

λðqÞ
ρCvðqÞ

� �
q2, ð12:45Þ

ΔΩMB = υðqÞq2. ð12:46Þ

Here q= 2π ̸λð Þ ffiffiffiffiffiffiffi
2ε0

p
1− cos θð Þ1 ̸2 is the change of the wave vector on scat-

tering by an angle θ, λ is the light wave length, ε0 is an average part of the dielectric
permittivity.

In a binary fluid mixtures

Γc =LðqÞχ − 1ðqÞq2 =DðqÞq2, ð12:47Þ

where L is the Onsager coefficient, χ is the susceptibility, which is equal to
ð∂ρ ̸∂μÞT , μ= μ1 − μ2

or to ð∂x ̸∂μÞP,T near the critical vaporization or mixing points,
respectively, and D is the diffusion coefficient.

Correct interpretation of the experimental data on the critical opalescence
spectrum in bulk fluids necessitates taking into account the background parts of the
kinetic coefficients into account. In the region enough far from the critical point in
which the background parts of the thermal conductivity λb and the Onsager coef-
ficient Lb exceed their singular parts λsðqÞ and LsðqÞ, the narrowing of Γc and
therefore the increase in the relaxation time tc =1 ̸Γc is completely determined by
the strongly diverging properties Cp and χ:

(a) in a bulk one-component fluid

Γc = λbq2ð1+ q2ξ2Þ ̸ρCpðq=0Þ, ð12:48Þ

(b) in a bulk binary mixture

Γc = Lbχðq = 0Þq2ð1+ q2ξ2Þ. ð12:49Þ

Extrapolation of the hydrodynamic formulae (12.44) and (12.47) for the width
Γc to the dynamic fluctuation region, where λs ∼ τ− ν ≫ λb and Ls ∼ τ− ν ≫ Lb

according to the dynamic theory of critical phenomena, leads to not so strong
narrowing of the central linewidth:
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Γc ∼ τνðρ= ρcÞ,Γ ∼Δρν ̸βðT = TcÞ. ð12:50Þ

This result follows from simple consideration based on the SER in which one
has to replace the radius of a droplet by the correlation length ξ:

D= kBT ̸6πηξ. ð12:51Þ

The behavior of the side MBC near the critical point of bulk fluids is governed
by specific features of the velocity and damping of sound waves. For the singular
part of the sound velocity at low frequencies one has

υsðω→ 0Þ∼ τα ̸2fυðΔρ ̸τβÞ, ð12:52Þ

where the scaling function fυðxÞ has the following asymptotic representations:

fυðx→ 0Þ= const, fυðx→∞Þ∼ xα ̸2β. ð12:53Þ

A decrease in υs according to (12.52) and therefore a decrease in the frequency
shift ΔΩMB should be observable only at frequencies ω ≪ ωr. The relaxation
frequency ωr = λ ̸ρCVξ

2 decreases rapidly and the dispersion of the sound velocity
υðωÞ should be observed with approaching to the critical point. In the immediate
vicinity of the critical point, where the background width of the MBC Γb

MB is small,
the growth of the acoustic damping and, accordingly, the broadening of ΓMB are
determined by the singular part of the bulk viscosity ςs:

ΓMB≈Γs
MB ∼ ςs = τ− ð3ν+ αÞfςðΔρ ̸τβÞ,

3ν+ α=2, fςðx→ 0Þ= const, fςðx→∞Þ∼ x− 2 ̸β. ð12:54Þ

The dispersion of the sound velocity and damping at the acoustic wavelength

υðωÞ
υðω→ 0Þ − 1= ½ω ̸2ρυðω→ 0Þ�Imς− 1ðωÞ,

αðωÞ= ½πω ̸ρυðω→ 0Þ�Reς− 1ðωÞ. ð12:55Þ

should be universal functions of the reduced frequency ω* =ω ̸2ωr. All features of
the behavior of the MBC were confirmed experimentally by techniques based on
light-beating spectroscopy and ultrasound studies (see e.g. [9, 106]).

The rapidly growing central Rayleigh component of the single-scattering triplet
is of primary interest to study of the critical-opalescence spectrum. It follows from
the Landau-Placzek relation (LPR)
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Ic ̸2IMB ∼ τ− γ + αðq → 0, Δρ ≪ τβÞ ð12:56Þ

that the ratio Ic ̸2IMB increases by an order of magnitude ðγ − α≈ 1.1Þ as the
temperature deviation τ becomes one decade close to the critical point. Naturally,
allowing for the spatial dispersion of fluctuations, the value of Ic ̸2IMB at q ≠ 0
should be large, but finite, at the critical point.

To study the width of the central Rayleigh component, which characterizes the
relaxation frequency ωr (the relaxation time tc) of the order-parameter fluctuations
near the critical point, several versions of dynamic theory of critical phenomena
have been developed [9, 12]. Allowance for coupling between the modes (the most
important being the coupling between the order-parameter fluctuations and the
viscous mode) leads to the following result for the singular part Γs

c of the width of
the central component

Γs
c =

kBT

6πη*ξ3
K0ðqξÞ, ð12:57Þ

where η* = f ðη, qξÞ is the ‘high-frequency’ shear viscosity and the crossover
function

K0ðxÞ=3½1+ x2 + ðx2 + 1 ̸xÞarctgx� ̸4 ð12:58Þ

was introduced in [88] to give a correct interpolation between the hydrodynamic
ðqξ ≪ 1Þ and non-hydrodynamic ðqξ ≫ 1Þ regions.

For qξ ≪ 1 one has limx→ 0 K0ðxÞ= x2 and Γc
c =Dq2 in agreement with the

hydrodynamic theory. In the non-hydrodynamic (fluctuation) region, where
qξ ≫ 1, one has

lim
x→∞

K0ðxÞ=3πx3 ̸8 andΓs
c = ðkBT ̸16η*Þq3. ð12:59Þ

As a result, the width of the central Rayleigh component does not depend on ξ
and, hence, on the thermodynamic variables.

Figure 12.4 shows the dependence of the dimensionless width of the central
component Γs

c* =Γs
c6πη

* ̸kBTq3 on qξ for the mode-mode coupling theory (curve
1), the decoupled-mode theory (curve 2) and the dynamic droplet model (curve 3).
In the hydrodynamic region ðqξ ≪ 1Þ all these theoretical approaches give prac-
tically the same result: Γs*

c = 1 ̸qξ.
A difference appears in the non-hydrodynamic (fluctuation) region 1 ≤ qξ ≤ 10.

Experimental studies of Γs*
c in individual fluids and fluid mixtures agree better in

same cases (Xe, aniline-cyclohexane and 3-methylpentane-nitroethane) with the
mode-mode coupling theory while in other cases (water-isobutyric acid) with the
decoupled-mode theory. The disparity between these theories, however, does not
exceed 10% for qξ ≫ 1.
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Here in this section, we considered the width of the central Rayleigh component
in binary liquid mixtures using an approximation when one may neglect the con-
tribution from the thermal conductivity. More consistent studies of the dynamic
light scattering in bulk and confined binary mixtures were conducted near its
criticality in [89, 107–110].

Strictly saying, the time-dependent single-scattering light intensity in binary
mixtures is proportional to the dynamic structure factor

Sðq, tÞ=A1 expð−D1q2tÞ+A2 expð−D2q2tÞ, ð12:60Þ

where A1 and A2 are the amplitudes, D1 and D2 are the effective diffusion coeffi-
cients of relaxation modes describing by such expressions in the hydrodynamic
relaxation theory:

D1, 2 =
1
2
ðχ +ΔÞ∓ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðχ +ΔÞ2 + 4χD.

q
ð12:61Þ

Here χ = λ ̸ρCP, x corresponds to the contribution from the thermal conductivity
given by the Fourier law, where λ is the coefficient of thermal conductivity, ρ is the
total mixture density, and CP,x is the specific heat capacity at constant pressure and
concentration. Another quantity in (12.61)

Δ=D 1+
k2T

TCP, x

∂μ

∂x

� �
P,T

" #
ð12:62Þ

describes the contribution from the diffusion given by the Fick law and the thermal
diffusivity given by the Soret effect, where D is the mass diffusion coefficient,
kT =DT ̸D and DT are the thermal diffusivity ratio and the thermal diffusivity
coefficient, respectively, μ is the difference of chemical potentials of solvent and
solute per unit of mass.

Fig. 12.4 The dependence of
the width Γs*

c of the central
Rayleigh component on qξ in
dynamic theories of critical
phenomena
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Taking (12.60)–(12.62) into account and omitting details of calculations [89],
the following conclusions for the critical behavior of relaxation processes in binary
mixtures can be formulated: (a) the dynamic process with the effective diffusion
coefficient D1 is slow (critical), (b) the dynamic process with the effective diffusion
coefficient D2 ≫ D1 is relatively quick (noncritical).

It should be mentioned that both effective diffusion coefficients D1 and D2 of
relaxation processes in binary mixtures are not determined either by a pure diffusion
or by a pure thermal diffusion. A main reason of this fact can be explained by a
strong dependence of quantities χ and D on the concentration of binary mixtures.
For instance, coefficients of the thermal conductivity χ and diffusion D are changing
with the concentration x of ethane at studies of the Rayleigh scattering from a
methane-ethane mixture [109] as follows:

(a) χ =8 × 10− 8 m2 ̸s, D=4 × 10− 10 m2 ̸s at x=28.53mole%;
(b) χ =10− 8 m2 ̸s, D=2 × 10− 9 m2 ̸s at x=1mole%;
(c) χ =1.8 × 10− 9 m2 ̸s, D=10− 8 m2 ̸s at x=0.1mole%.

In concluding this section let us note a recent paper [111] in which the authors
examined collective excitations in supercritical soft-sphere fluids. Such systems
without attractive forces did not have a liquid-gas coexistence curve, or binodal
line, and therefore the Widom line. Nevertheless, authors received a principal and
somewhat unexpected result: the extrema points of thermal diffusivity and kine-
matic viscosity allowed finding the boundary between liquid-like and gas-like
regions which resembled the Widom line in the supercritical soft-sphere fluids.

12.6.2 Dynamic Light-Scattering Spectrum in Confined
Fluids and CSW

Now let us consider the case of dynamic light scattering in confined fluids near the
critical (phase-transition) point. The scaling hypothesis for confined one-component
fluids has to include not only the temperature variable τ, the order parameter Δρ (or
another density variable like the entropy), and the external field h associated with
the order parameter, but also a characteristic linear size L in the direction(s) of
spatial limitation of a system under consideration. Such a scaling hypothesis for-
mulated first in [2] and later in other papers [11, 13] can be written in the following
form for the singular (fluctuation) part of the Helmholtz free energy in confined
fluids:

Fs = L− dfFðx, yÞ, ð12:63Þ

where d is a space dimensionality, x= τL1 ̸ν, y=ΔρLν ̸β are the scaling arguments,
and the scaling function fFðx, yÞ has such asymptotic representations:
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fFðx→ 0, 0Þ= const, fFðx→∞, 0Þ∼ x2− α,

fFð0, y→ 0Þ= const, fFð0, y→∞Þ∼ yð2− αÞ ̸β.
ð12:64Þ

The width the central Rayleigh component in confined fluids. The dynamic
hypothesis (12.30) for the width of the central Rayleigh component in bulk fluids
can be generalized in the case of confined fluids as follows:

Γs
c =1 ̸tr =L− z* fΓðqL, τL1 ̸ν,Δρ ̸Lν ̸βÞ, ð12:65Þ

where fΓðx, y, zÞ is the scaling function. In fluids with linear sizes L exceeding the
correlation length ξ, one may obtain

Γs
c = ξ− z* fΓðqξ, τξ1 ̸ν,Δρ ̸ξν ̸βÞ. ð12:66Þ

Such a consideration can explain the transition between the size dependence of
the Rayleigh linewidth and its dependence on the correlation length. If any physical
quantity A characterizes by the following scaling formula near the critical point:

A= τ− nfAðL ̸ξÞ, ð12:67Þ

where n is the critical exponent of the temperature dependence AðτÞ, then this
quantity has to have such asymptotic representations:

(a) for L ≫ ξ, i.e. in bulk fluids or other bulk systems near its phase-transition
points

A∼ ξn ̸ν, ð12:68Þ

(b) for L ≪ ξ, i.e. in confined systems

A∼Ln ̸ν. ð12:69Þ

The dynamic scaling hypothesis (12.65) and (12.66) for confined fluids can be
rewritten as follows:

Γs
c = τνz

*
f ð1ÞΓ ðqL, τL1 ̸ν,Δρ ̸Lβ ̸νÞ, ð12:70Þ

Γs
c = ρvz* ̸βf ð2ÞΓ qL, τL1 ̸v,Δρ ̸Lβ ̸v	 


. ð12:71Þ

The scaling functions in (12.65), (12.70) and (12.71) are connected by the
following relationships:
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f ð1ÞΓ ðx, y, z) = y− νz* fΓðx, y, z), f ð2ÞΓ ðx, y, z) = z− νz* ̸βfΓðx, y, z), ð12:72Þ

because one has L= ðy ̸τÞν = ðz ̸ΔρÞ1 ̸β.
The dynamic scaling hypothesis predicts an anomalous behavior of physical

properties in experiments on the critical-opalescence spectra in confined fluids. For
individual fluids in small volumes with linear sizes L having the same order of
magnitude as the correlation length ξ, one has the following formulae for the width
of the central Rayleigh component Γc:

(a) in such a vicinity of the critical point where regular part of the thermal con-
ductivity λb exceeds its singular part λs, i.e. in the dynamic regular region,

Γc =Γc0
τγð1+ q2ξ2Þ
fcðΔρ ̸τβÞ , ð12:73Þ

where Γc0 = λ0 ̸ρCP0 is the amplitude of the width of the central Rayleigh com-
ponent, fCPðyÞ is the scaling function of the heat capacity at a constant pressure with
such asymptotics: fCPðy→ 0Þ= const, fCPðy→∞Þ∼ y− γ ̸β, and effects of the weak
spatial dispersion in the Ornstein-Zernike approximation ðqξ ≪ 1Þ were taken into
account.

(b) in the opposite case, when λs ≫ λb, the width of the central Rayleigh
component

Γc =Γc0L1− γ ̸νfΓðqL,Δρβ ̸νÞ. ð12:74Þ

Let us pay a special attention to such characteristics of the light critical
opalescence spectrum in confined liquids as: (1) the width ГMB of MBC, (2) the
frequency shift ΔΩMB of the side MBC from the central Rayleigh line, (3) the LPR
Ic/2IMB.

The width of MBC. In accordance with the finite-size scaling hypothesis, the
critical behavior of any quantity is determined by the singularity of the correlation
length ξ of a system under consideration.

For a plane-parallel liquid layer with its thickness H ≤ ξ (this geometry fits good
to such biological object as a synaptic cleft) the correlation length ξ of density
fluctuations in confined liquids was found in [13] as follows:

ξ= ξ0 τ+
πξ0
H

� �1 ̸ν

ð1+ τÞ
" #− ν

. ð12:75Þ
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Here ξ0 is the amplitude of the correlation length, τ= ðT − TcÞ ̸Tc is the tem-
perature variable, ν ≈ 0.63 is the critical exponent.

Another geometry of a liquid volume of the cylindrical form with a linear size
along its axis Lz ≫ ξ and radius R ≤ ξ corresponds to porous structures or ion
channels in biological membranes. In this case the correlation length of density
fluctuation is given by the formula [13]:

ξ= ξ0 τ+
μ1ξ0
R

� �1 ̸ν

ð1+ τÞ
" #− ν

ð12:76Þ

with μ1 = 2.4048 being the first naught of the Bessel function J0(z).
A quantity with the strongest singularity in (12.45) is the bulk viscosity

ς= ςr + ςs where ςr is a regular part without any singularity while a singular part ςs
∝ ξðLÞ3 is approximately proportional to ςs ∝ τðLÞ− 2 due to the hyperscaling
equality 3ν=2 − α≈ 1.9 with the critical exponents ν≈ 0.63 and α≈ 0.1. As for
other quantities in (12.45), their singularities are essentially weaker: (a) the shear
viscosity η = ηr + ηs with a singular part ηs ∼ ξXη ∼ τðLÞ−Xηv where the critical
exponent xη ≈ 0.065; (b) the coefficient of thermal conductivity κ= κr + κS where a
singular part κS ∝ ξ∝ τðLÞ− ν while a regular part κr is practically constant in the
vicinity of the critical point; (c) the specific heat at constant pressure CP ∝ τðLÞ− γ

where the critical exponent γ ≈ 1.24 while the specific heat at constant volume
CV ∝ τðLÞ− α.

Thus, the width ГMB of the MBC in the light critical opalescence spectrum
satisfies the following formula for confined liquids:

(a) for a cylindrical geometry (e.g. channels, pores, etc.)

ΓMB ∝Γ0
MB τ+

μ1ξ0
R

� �1 ̸ν

ð1+ τÞ
" #− 3ν

; ð12:77Þ

(b) for a plane-parallel geometry (interfaces, biological membranes, etc.)

ΓMB ∝Γ0
MB τ+

πξ0
H

� �1 ̸ν

ð1+ τÞ
" #− 3ν

, ð12:78Þ

where Γ0
MB ≅ ς0q2 ̸ρ, ς0 is the amplitude of the singular part of the bulk viscosity.

These results enable us to formulate the following conclusions:

1. A maximal value of the width ГMB takes place as the new “critical temperature”
T *

cðLÞ of a confined liquid is approached. One has such formulae for this new
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“critical temperature” T *
cðLÞ which is in fact the temperature corresponding to

the maximum (minimum) values of a physical quantity under consideration (in
our case—the width ГMB):

T*
c ðRÞ=Tcð∞Þ 1+

μ1ξ0
R

� �1 ̸ν
( )− 1

for a cylindrical geometry; ð12:79Þ

T*
c ðHÞ= Tcð∞Þ

1+ πξ0
H

� �1 ̸ν = Tcð∞Þ 1+
πξ0
H

� �1 ̸ν
( )− 1

for a plane− parallel geometry.

As is seen from (12.79), the new “critical temperature” T*
c ðLÞ of a confined

liquid is shifted from the critical temperature Tcð∞Þ of a bulk liquid system. The
shift given by formulae (12.79) demonstrates that (a) T*

c ðLÞ < Tcð∞Þ, i.e. T*
c ðLÞ is

shifted towards lesser temperature; (b) T*
c ðLÞ is approaching Tcð∞Þ with increasing

a geometric factor L.

2. The width ГMB in confined liquids has no singularity at the critical temperature
of a bulk liquid system (τ=0) and depends only on a geometric factor L
according to the relations

ΓMB ∝R3 for a cylindrical geometry;

ΓMB ∝H3 for a plane− parallel geometry.
ð12:80Þ

Thus, with decreasing a geometric factor L of confined liquids, say, by an order
of magnitude, i.e. ten times, the width ГMB of the MBC of the light critical
opalescence spectrum at the bulk critical temperature Tcð∞Þ is shortening very
strong—one thousand times. Figure 12.5 shows a schematic dependence of the
dimensionless width of the MDC in liquids with different linear sizes of its
volumes.

The frequency shift of MBC. The shift ΔΩMB of the side MBC from the central
Rayleigh line is governed by the sound velocity υ(q) and in the hydrodynamic
theory can be represented by the formula

ΔΩMB = υ½τðL, qÞ�q2. ð12:81Þ

The regular part of ΔΩMB connected with the background part of the specific
heat Cv at the constant volume due to the relation vreg ∼C − 1 ̸2

Vreg , while the singular
part of the frequency shift ΔΩMB at low frequencies can be written as follows:

282 A. V. Chalyi



ΔΩMBs = υs½τðL, qÞ�q2 ∼C − 1 ̸2
Vs ∼ τðL, qÞα ̸2. ð12:82Þ

The main consequences obtained from (12.82) can be formulated as follows:

1. A decrease in the frequency shift ΔΩMB is small because a numerical value
α ̸2≈ 0.055 for classical liquids.

2. The minimal value of ΔΩMB does not take place at the bulk critical temperature
Tcð∞Þ but at the new “critical temperature T*

c ðLÞ given by (12.79), as in the case
of the width ГMB.

3. The frequency shift ΔΩMB in confined liquids has also no singularity at the
critical temperature Tcð∞Þ of a bulk liquid system and depends on a geometric
factor L:

ΔΩMB ∝R− α ̸2ν for a cylindrical geometry;

ΔΩMB ∝H − α ̸2ν for a plane− parallel geometry.
ð12:83Þ

Equations (12.83) give such a result: with decreasing a geometric factor L of
confined liquids (correspondingly, the thickness H of a liquid film (e.g. biologic
membranes, synaptic clefts, etc.) or the radius R of cylindrical samples (e.g. ion
channels, pores, etc.), the frequency shift of the side MBC of the light critical
opalescence spectrum is weakly increasing: ΔΩMB ∼ L− α ̸2ν ∼L− 0.087. It is worthy
to mention that results obtained for the width ГMB and frequency shift ΔΩMB are
valid only at frequencies ω ≫ ωr where ωr = λ ̸ρCVξ

2 ∝ξðLÞ− ð1+ α ̸νÞ is the
relaxation frequency which decreases with approaching the new “critical temper-
ature” T*

c ðLÞ of confined fluids.
The Landau-Placzek relation. As is known, the ratio Ic/2IMB of the integral

intensities of the central Rayleigh line and side MBC is given by the LPR

Ic ̸2IMB = CP −CVð Þ ̸CV . ð12:84Þ

While studying the light critical opalescence spectrum for confined liquids, one
has such a formula for the LPR in the hydrodynamic approximation:

Ic ̸2IMB ∼ τðLÞ− γ + α, ð12:85Þ

with − γ + α≈ − 1.1. Thus, the LPR demonstrates a rapid growth of the integral
intensity Ic of the central component which becomes finite at the new “critical
temperature” due to the spatial dispersion of the order-parameter fluctuation. Again,
the largest value for the ratio Ic/2IMB should be observed at the temperature T*

c ðLÞ
given by (12.79). At the bulk critical temperature Tcð∞Þ, (12.85) gives the fol-
lowing dependence of Ic/2IMB on the geometric factor L:
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Ic ̸2IMB ∼Rðγ − αÞ ̸ν for a cylindrical geometry;

Ic ̸2IMB ∼Hðγ − αÞ ̸ν for a plane− parallel geometry.
ð12:86Þ

This formula shows that the ratio Ic/2IMB decreases for lesser linear sizes of
liquid systems at the direction of its spatial limitation, namely Ic/2IMB ∼ L1.79.

Similarity between light and neutron scattering spectra. The method of QENS
is a powerful physical method of studying the dynamic properties of confined
fluids. In accordance with the hypothesis of dynamic scaling and formulae for
kinetic coefficients in confined fluids, we may write the following expression for the
width of quasi-elastic peak of slow neutron scattering in spatially limited liquid
volumes with a linear size S [18, 112–114]:

ΔEðq2, τÞ=ΔEðq2ÞfðG ̸SÞ1 ̸ν + ½1+ ðG ̸SÞ1 ̸ν�ðξ ̸ξ0Þ− 1 ̸νsignτgγ ð12:87Þ

Here, ΔE0ðq2Þ= ðh ̸πÞD0q2 is the amplitudes of the width of QENS peak, D0 is
the amplitude of diffusion coefficient [86]

D=D0fðG ̸SÞ1 ̸ν + ½1+ ðG ̸SÞ1 ̸ν�ðξ ̸ξ0Þ− 1 ̸νsignτgγ ð12:88Þ

in the dynamic crossover region.
Biomedical applications of the light scattering spectra and QENS. The prin-

ciple goal of this section is to emphasize the peculiarities of the light scattering
spectra and QENS in confined liquids, in particular of the medical and biological
nature. Main reasons for such a study are as follows (see e.g. [18, 112–119]):

(a) large responses of a system to external fields are mostly connected with its
critical (bifurcation) states;

(b) biological liquids are usually located in small volumes such as cells, synaptic
clefts, ion channels, vesicles, porous structures, etc.;

(c) phase transitions and critical phenomena undergoing in fluids at restricted
geometry have a very specific behavior;

(d) spectra of the light scattering spectra as well as the method of QENS give the
broad information on the equilibrium and non-equilibrium properties of bio-
logical mesostructures.

Therefore, the above-mentioned problem seems to be of a great importance for a
deeper understanding the peculiar features of confined water and aquatic biological
solutions. In particular, a precise analysis of the dynamic light and neutron scat-
tering in aquatic solutions of plasmatic membranes of tumor cells is a promising
biomedical direction of studies near structural phase transitions such as the cell
proliferation, i.e. an anomalous growth of cell and membrane sizes.

Results obtained in this direction may give a reliable background to introduce a
new diagnostic method of the crucial process of tumor formation. This method is
based upon the following conclusions: with increasing the characteristic system’s
size L in water suspension of plasmatic membranes of tumor cells:
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1. The width Γc of the central Rayleigh line, being proportional L− 2, is rapidly
decreasing because the dynamic critical exponent z* ≈2 in the hydrodynamic
region (see formula (12.62) and Fig. 12.5).

2. The width ГMB of MDC is strongly broadening according to the relation ГMB ∝
L3 (see (12.80)) and due to the diffusion mechanism being in fact a governing
factor also for the size dependence (12.87) of the quasi-elastic peak of the
neutron scattering studies in the water suspensions of plasmatic membranes of
tumor cells [18].

3. The frequency shift ΔΩMB of the side MBC from the central Rayleigh line is
weakly decreasing in accordance with such a relation ΔΩMB ∝ L− 0.087 (see
(12.83)).

4. The LPR is essentially increasing as is seen from Ic/2IMB ∝ L1.79 (see (12.86)).

Fig. 12.5 The LMS spectra in suspensions of plasmatic membranes: a normal cells, b proliferated
cells
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Figure 12.5 illustrates these results which should be observed in mesoscale
biomedical systems such as suspensions of membranes of oncologic cells during the
process of its proliferation connected with an increase of the membrane’s thickness
H. The same conclusion on the size dependence of the width line ΔEðq,HÞ∼H − 2

of the QENS, as compared with the size dependence of the width Γc ∼ L− 2 of the
central Rayleigh line, was received in [18, 112].

Thus, while the membrane thickness H is increasing 1.5 times during the process
of proliferation, one should expect that (1) the widths of the central Rayleigh line Гc
and the QENS peak ΔEðq2Þ are shortening twice, (2) the frequency shift ΔΩMB of
the side components is increasing by 3.6%, (3) the width of the side MBC is
broadening 3 times, and (4) the LPR is increasing more than 2 times.

12.7 Conclusion

In this paper, we have investigated the features of bulk and confined fluids,
including peculiar physical properties of CSW near its 2nd critical point in a
deep-quenched metastable state.

Our theoretical approach allows finding the pair correlation function and the
correlation length of order-parameter fluctuations in confined systems undergoing
phase transitions and critical phenomena. It is shown that, by considering the actual
factor of a dimensional crossover, the effective spatial deff and fractal dfr dimen-
sionalities are gradually varying with increasing a number S of molecular layers in
confined fluid systems. These findings are important for a deeper understanding the
basic principles of nucleation processes. In particular, the growth of fluctuating
clusters due to its coalescence appears to be a less probable event with transfer from
2d to 3d geometry, i.e. with increasing S and numerical values of deff – dfr.

We also show how the dynamic anomalies in confined fluids and CSW (namely,
the coefficients of diffusion and shear viscosity, the linewidth of the quasi-elastic
neutron scattering (QENS) as well as the main characteristics of the light molecular
scattering spectrum such as the width Гc of the central Rayleigh line, the width ГMB

and frequency shift ΔΩMB the of MBC, and the LPR are essentially changed as
compared with the dynamic anomalies in bulk fluids. These results create a reliable
background to introduce a new additional diagnostic method of early detecting the
tumor formation in practical medicine.

We hope for that the existing theory of CSW behavior near the low-temperature
phase transitions, including theoretical results presented in our paper, will help one
to stimulate new experimental studies and simulations in this difficult and important
direction.
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Chapter 13
The Polycluster Theory for the Structure
of Glasses: Evidence from Low Temperature
Physics

Giancarlo Jug

Abstract The problems of the intermediate-range atomic structure of glasses and of

the mechanism for the glass transition are approached from the low-temperature end

in terms of a scenario for the atomic organization that justifies the use of an extended

tunneling model. The latter is crucial for the explanation of the magnetic and com-

positional effects discovered in non-metallic glasses in the Kelvin and milli-Kelvin

temperature range. The model relies on the existence of multi-welled local potentials

for the effective tunneling particles that are a manifestation of a non-homogeneous

atomic structure deriving from the established dynamical heterogeneities that char-

acterize the supercooled liquid state. It is shown that the extended tunneling model

can successfully explain a range of experiments at low temperatures, but the pro-

posed non-homogeneous atomic structure scenario is then tested in the light of avail-

able high resolution electron microscopy imaging of the structure of some glasses

and of the behaviour near the glass transition.

13.1 Introduction

The physics of glass-forming liquids, especially at higher temperature, continues

to generate considerable research effort. These substances of extraordinary practi-

cal and technological importance still present considerable scientific challenges in

the description of the glass-formation mechanism (nature of the glass transforma-

tion) and of the nature of the atomic structure at intermediate- and long-range length

scales that characterize the solid. Standard X-ray and other scattering techniques fail

in this respect to give a conclusive answer about the atomic structure of topologically

disordered solids and the development of new investigation tools is desirable since

there is no way to distinguish via scattering the structure of the liquid from that of
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the topologically disordered solid except through the vastly different relaxation time

scales. Opinions as to why divergent time scales characterize the formation of the

topologically disordered solid differ, however, and no agreement on a justification

from structure for the mechanical properties below the glass transformation tem-

perature Tg has to date been reached. Why should indeed a microscopically liquid-

looking assembly of interacting particles behave (mechanically) like a crystalline

solid remains to date a true mystery. Owing to such difficulties much theoreti-

cal and computational research on the description of the topologically disordered

solid and its properties takes its moves from the study of the corresponding liquid

for which much has been understood thanks to equilibrium statistical mechanics.

Though understandable, this approach would correspond to be wanting to under-

stand the physical properties of a crystalline solid from the study of its melt, which

of course would present some formidable challenges given the ergodicity-breaking

phenomenon that characterizes crystallization. In this essay it is proposed that the

glass transition is of a purely kinetic nature and the use of equilibrium statistical

mechanics is at its very limit of applicability since ergodicy also gets broken, though

perhaps not so sharply and completely as for crystals, through the onset of the glassy

state. The idea is then to try to learn something about the structure below Tg and

the kinetic character of the glass transition starting from the phenomenology of the

better understood supercooled liquid state (defined for temperatures T in the range

Tg ≤ T ≤ Tc, with Tc the (equilibrium) crystallization temperature) and folding that

knowledge in the study of the low-temperatures properties of laboratory amorphous

solids. The return to low-temperatures is for glasses in a sense akin to starting to study

the crystalline solid through X-ray and other (e.g. neutron-) scattering techniques at

“zero” temperatures assuming the atoms in fixed positions. However since at those

temperatures the glass would look like a liquid in a static scattering experiment, one

has to exploit other specific degrees of freedom of the cold, topologically disordered

solid that are not present for the perfectly ordered crystals. These are the so-called

tunneling systems (TSs), local defects described in terms of new local degrees of

freedom and that can be exploited—much as the atomic nuclei in NMR research—to

probe the atomic structure and properties of the glassy state. The only difficulty is that

these TS probes are not entirely localized, each comprising several atoms as a rule,

and have not been fully understood to date. However, progress in their characteriza-

tion and in the understanding of their microscopic nature is advancing also in view of

some recent challenges posed by the discovery of puzzling magnetic effects in non-

magnetic glasses that cannot be attributed (despite some interesting attempts) to trace

paramagnetic impurities. Moreover, in the strategic research for reliable solid-state

qubits to be deployed for the fabrication of working quantum computers (e.g. through

use of Josephson-junction superconducting devices) the problems posed by the TSs

(ubiquitous in the junctions) are paramount. These new challenges foster enhanced

research efforts that have culminated in the development of an extended tunneling

model [1] that relies on a new scenario for the intermediate-range atomic structure

of glasses. The new model and structural scenario afford a reasonable—though not

complete—explanation for the low-T anomalies in glasses and in turns the structural

scenario can be evolved at higher temperatures to formulate a possible mechanism
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for the onset of the glass transition from the supercooled state. Preliminary aspects

of the structure that is expected are tested in this essay and seem to corroborate some

known facts about the glassy state. In this new framework of ideas, research in the

previously-exotic low-T regime begins to give very useful hints about the onset of

the glassy state from the supercooled liquid at much higher temperatures. The inter-

play of knowledge coming from the high-T supercooled liquid state and from the

low-T cryogenic properties thus begins to provide a productive symbiosis for the

understanding of this still mysterious, though ubiquitous, state of matter.

At low temperatures (cryogenic) glasses are believed to be characterized by

special low-energy excitations (TSs) which are usually described through the use

of double-welled potentials (DWPs) and of so-called two-level systems (2LSs)

with energy asymmetry and tunneling barrier broadly distributed throughout the

mass of the amorphous solid [2, 3]. While little is still known about the character

(atomic, polyatomic or cluster-like) of the TSs, the general agreement is still that the

intermediate-range atomic structure of glasses should be conveniently well described

by Zachariasen’s 1932 continuous random network (CRN) model [4, 5] (thus homo-

geneously disordered, just like for a liquid) and the 2LSs therefore result out of two

slightly similar, probably localized atomic configurations. With this by now classic

characterization, the 2LSs have been employed mainly in the 1970s and 1980s to

explain with some success the anomalies in the physical properties of glasses at low

and ultra-low temperatures, a research field thus far completely detached from the

quest for the nature of the glass transition.

Yet, systematic deviations from the behaviour predicted by the standard tunnel-

ing model (STM) occasionally challenge (or have challenged) the validity of the

model in the case of multi-component glasses with tunable content of the good

crystal-forming (GCF) component (e.g. (SiO2)1−x(K2O)1−x with changing x, the

concentration of the alkali component, [6, 7]) and especially in glasses of the com-

positions type BaO–Al2O3–SiO2 and then in the presence of a weak magnetic field

[8]. In such glasses (unfortunately the mixed alkali-silicate glasses have not yet been

investigated in a field, but the prediction is for important magnetic effects there, and

x-dependent too) a puzzling non-monotonous magnetic-field dependence in many

properties has been unveiled in some physical properties [9–11]. The magnetic effect

is typically (but not always) weak, but orders of magnitude larger than expected from

basic thermodynamic-science considerations. The STM by itself is unable to account

for the compositional and magnetic effects, therefore a suitable extension of the cel-

ebrated tunneling model for both situations has been proposed by the present Author

[1]. This so-called extended tunneling model (ETM) rests upon the existence (par-

ticularly in the multi-component glasses) of small regions of enhanced regularity

(RERs) in the intermediate-range atomic structure of the somewhat incompletely-

frozen (in fact) amorphous solid. A complete mathematical description and ultimate

physical justification of the ETM thus requires at the very least a partial (or com-

plete) demise of the Zachariasen-Warren’s vision of the intermediate-scale structure

of glasses and amorphous solids in general.

As it happens, an alternative to the homogeneously-disordered approach of

Zachariasen-Warren has been proposed and developed in the former Soviet Union
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and in some places in the West. Well before Zachariasen-Warren, Lebedev [12] and

his followers in Skt. Petersburg (but Randall in London, UK, too [13]) proposed that

glasses should be made up of (initially, true) polycrystallites of sufficiently small size

as to justify the X-ray peak rounding which was observed experimentally in diffrac-

tometers. Since the thermal and mechanical properties of glasses are reported not

the same as those of polycrystalline solids, the concept of “crystallite” has evolved,

meaning finally a failed micro-crystal of some sort. Also because finite clusters can-

not be crystalline, strictly speaking. The evolution of the crystallite concept can be

found in reviews by Porai-Koshits (see, e.g., [14]) and the latest views rely on con-

cepts such as “cybotactic groupings”, meaning atomic regions that can be rather

extended and interpenetrating, but where the atomic ordering—though not com-

plete due to finite size, thus highly defective—is better achieved than in the rest of

the solid. A recent overview can be found in the works by Wright [15], and in the

Russian literature recent ideas have been put forward also by Bakai [16, 17]. The

latter Author envisages in fact better-ordered clusters being preferentially nucleated

below Tc through some kinetic mechanisms that have the clusters survive and grow

at the expense of true micro-crystalline nuclei that have no time to grow. At the glass

transition these ill-formed, but better-ordered clusters merge together and get to form

a polycluster that is the macroscopic skeleton of the solid glass. Evidently, looser

material is also present in a patchwork atomic structure, characterized by spatial and

(above Tg) temporal heterogeneities.

In this review we provide a scenario for the intermediate-range atomic structure

of glasses, the cellular model, which is very much reminiscent of the polycluster the-

ory of Bakai and a formulation within which the phenomenological assumptions for

the ETM’s mathematical framework (given in several papers by the present Author)

become completely—or at least to a large extent—justified. The cellular or poly-

cluster model provides for a definitely more realistic mathematical formulation of

this framework in terms of a tetrahedric four-welled tunneling quasi-particle poten-

tial, as said, the simplified triangular three-welled version of which is nothing but a

poor-man’s, probably rather realistic, version affording a much speedier mathemat-

ical description. Within this cellular approach to the structure of glasses the most

significant local tunneling potentials (probably in terms of number density) turn out

to be the DWPs, this for a single (or very few) atomic particle(s), and the said tetra-

hedric four-welled potential (TFWP) for a correlated cluster of N ≫ 1 charged real

atomic particles. A reasonable and very useful simplification for the TFWP is thus

the replacement of the N interacting and tunneling atomic particles with a single

fictive quasi-particle subject to a triangular tunneling potential (TWP) and carrying

renormalized parameters (charge, magnetic threaded area, energy asymmetry as well

as tunneling probability), quantum-mechanically moving about one face of the full

tetrahedric potential. The renormalization gets fully justified by the proximity of (on

average) four similarly quasi-ordered, close-packed atomic cells (RERs or better-

ordered regions) and the reasonable assumption that most of the charged particles

will avoid the interstice’s tetrahedral potential’s centre. We present again, therefore,

a brief mathematical description of the TWP and its quantum mechanics in those

limits appropriate for practical applications. We then show the main results obtained
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for the description of the density of states (DOS) and the temperature and magnetic-

field dependence for the specific heat of some specific glasses, then for the dielectric

constant (real and imaginary parts) in the linear-response regime, and for the polar-

ization echo—always in the presence of a magnetic field (limiting to results obtained

for the multi-silicates).

With this scenario of the cellular, or polycluster structure of real glasses assimi-

lated, the question of the description of the glass transition is one of the next chal-

lenges. Having nucleation theory, and for better-ordered or Bakai clusters in mind

the growth of such clusters with a cooling rate 𝜅 can be considered and the tem-

perature at which the polycluster appears is taken to be Tg. With some phenomeno-

logical assumptions in the light of standard Adam-Gibbs theory (where the RERs,

or Wright’s better-ordered clusters, appear as CRCs or coherently-rearranging clus-

ters) [18], the dependence of Tg from 𝜅 is worked out and the known logarithmic

dependence can be recovered.

The paper is organized as follows. In Sect. 13.2 we introduce the cellular model

for the structure of glasses, now a complete departure from Zachariasen’s continu-

ous random-network model, and then examine the likely tunneling states that would

emerge from such cellular picture, to conclude that only DWPs and TFWPs should

be relevant for the physics of glasses below the glass transition temperature Tg. In

Sect. 13.2 we also review the basic relevant quantum mechanics of the three-welled,

poor man’s version of the TFWP, a version that has been used to date to obtain a

reasonable single explanation for all of the anomalies (and deviations from the STM

predictions) due to composition changes and to the presence of a magnetic field.

We also show how to evaluate the magnetic density of states (DOS) g(E,B) and, in

Sect. 13.3, we briefly review some of the magnetic-field dependent low-temperature

physical properties that have been studied to date, such as the heat capacity Cp(T ,B)
comparing with some of the published data for the multi-silicate glasses. We then do

the same for the dielectric constant, real part 𝜖
′
and (just comment on the) imaginary

part 𝜖
′′

as well, also showing some comparison with available data at low (kHz) fre-

quency, and then we examine the application of the ETM to the explanation of some

of the data for the polarization (or, electric) echoes in the silicates (only commenting

about glycerol, for which case the ETM has been able to explain the so-called iso-

tope effect, which is in fact a mere mass substitution effect). Section 13.4 contains

a discussion on how the cellular model can be implemented to gain information on

the size of the better-ordered cells making up the polycluster structure of amorphous

solids. The typical values for the cell size extracted from low-temperature experiment

parameters are then compared with available high resolution electron microscopy

(HREM) imaging of insulating glasses that show such structure. It is shown that esti-

mates from low temperatures and from HREM imaging compare reasonably well. A

brief derivation of the model’s prediction for the cooling rate dependence of Tg is

also provided and this Sect. 13.4 contains also our Conclusions.
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13.2 The Cellular Model for the Atomic Structure
of Glasses and the Three-Welled Tunneling Potential

Glass-forming liquids are an important class of materials for technology and ubiq-

uitous applications, nevertheless the atomistic structure of glass in relation to its

physical properties remains a mystery. As stated in the Introduction, the widespread

conception is that the atomic arrangement of a glass should be the same as that for

a liquid, as is indeed implicit in Zachariasen’s 1932 proposed continuous network

picture [4, 5], which has been widely adopted by scholars (at least in the West, see

below). This picture differs from that of a liquid only in that a dynamical arrest has

occurred, without specifying its ultimate origin. Relaxation times diverge “near” Tg,

but why? In a spin-glass the ultimate origin of dynamical arrest is magnetic frustra-

tion (with or without disorder), but for ordinary structural glasses it remains mys-

terious and an important open issue [19–22]. In the opinion of the present Author,

lack of justification for this arrest is the primary roadblock for the achievement of

a theory of the glassy state encompassing all aspects of glass physics in every pos-

sible temperature range. As mentioned in the Introduction, prior to Zachariasen’s

scheme, however, the Soviet scientist A.A. Lebedev had proposed, in 1921, the con-

cept of “crystallites” [12], small crystal-like (yet not truly ordered) regions jammed

against each other in random orientation to contain altogether all (actually, almost

all) atoms in the glassy substance. Later, Randall proposed that these be real micro-

crystals and explained the rounded-up X-ray spectra from glasses in this manner

[13]. However, the density of glasses is typically some 10% less than that of poly-

crystalline aggregates and the thermal properties of glasses too cannot be explained

by means of the Lebedev-Randall picture. Despite these observations, the East-West

dychotomy continued to these days. The Zachariasen-Warren model of glass struc-

ture was for instance criticized by Hägg [23] in the West right in the early days

of X-ray crystallography and a good review of the status quo of this controversy

has been recently provided by Wright [15] who concludes, from a re-analysis of

X-ray and neutron-scattering data from many different covalent-bonded and network

glasses that indeed so-called cybotactic groupings (better-ordered regions) may well

be present and frozen-in in most glasses, particularly if multi-component (or—one

could add—polymeric [24]). The formation of polyclusters, instead of jammed crys-

tallites, in most glasses is the latest scenario by the Eastern school [16, 17], which

is based on observations and kinetic reasoning. As nicely set out by Bakai [16], the

incipient crystals forming at and below Tc (melting point) are in constant competition

with kinetically swifter (for glass-forming liquids) embryo clusters (or crystallites)

that can win thermodynamically and kinetically over crystals during a rapid enough

quench forming a polycluster spanning the whole of the sample.

On the experimental side, the concept of de-vitrification has been gradually

taking sway with reports of metallic glasses [25] and also of monocomponent high-

coordination covalent solids, like amorphous Si, forming paracrystals in their amor-

phous solids [26]. Therefore, the stance will be taken in this new review that only
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the purest mono-component glasses may (perhaps) abide to the Zachariasen-Warren

dogma of the continuous random-network model for a glass, whilst the vast majority

of real glasses [27] will be organized differently at the intermediate-range atomic

structure level. Solid-like fluctuations of finite size are, in fact, likely to form already

around and below the crystallization temperature Tc, the formed solid-like clusters

continuously breaking up and reforming in the supercooled state between Tc and

Tg, which is indeed widely known to be characterised by the so-called dynami-

cal heterogeneities (DH). The slower-particle regions of the DH are, in the present

Author’s view, to be identified with the solid-like (better-ordered) clusters and the

faster-particle DH regions with the liquid-like (completely disordered) clusters that

become thinner and thinner as Tg is approached. In this vision, the lower temper-

ature glassy structure (now almost entirely solid-like) inherits the inhomogeneous

DH structure of the supercooled state, the slower, solid-like better-ordered regions

having grown to a limit size (e.g. a maximum average radius 𝜉0) that is determined

by the onset of the polycluster.

The structure now proposed is a cellular-type arrangement of better-ordered

atomic regions (regions of enhanced ordering, RERs) that can have complicated,

maybe fractal, but definitely compact shapes with a narrow size distribution and

the interveening regions (let us call them interstitials) between them populated by

still fast-moving particles (normally charged and possibly dangling-bonded ions).

The insterstitial regions between the RERs are here the equivalent of the concept

of cages, that is often discussed in the glass structure’s literature (see e.g. [19]).

We remark that a cellular-type structure was already embodied within the “crystal-

lite” idea of Lebedev, but now no micro-crystals are claimed here to exists (except

definitely in the ceramic-glasses case, to a good extent). The RERs are more like

Wright’s “cybotactic regions” [15] or Treacy’s “paracrystals” [26] (there for a-Si, not

a quenched-melt solid) and issue from the DH picture for the glass-forming super-

cooled liquid state above Tg (see e.g. Fig. 13.1) [19, 28–30]. The DH picture does

indeed recognise the presence of regions of “slower” and “faster” particles, and an

inspection of the slower-particle regions of the supercooled liquid reveals that these

are also better ordered (solid-like) whilst the faster-particle regions are rather much

more liquid-like. DH are ubiquitous in perhaps all supercooled liquids [30] and the

claim (though still somewhat speculative) here is that the slower-particle regions will

grow on approaching Tg, albeit only up to a finite size and will now be giving rise

to the RERs in the frozen, glassy state below Tg. In fact, simulations in the frozen

glassy state of the slower- and faster-particle regions do confirm that a DH-like pic-

ture applies also below Tg [31] and with the slower-regions’s size 𝜉 increasing as

T → 0. Earlier simulations (always for model systems) [32] did point out the diffi-

culty of simulating the DH picture below Tg and came up with a picture of these

slower-regions growing, and possibly diverging in size, on approaching Tg. In the

present review, however, the stance will be taken that the slower-regions’ average

(even maximum) size growths in real systems, but does not diverge at Tg or at any

other characteristic temperature. Full experimental or numerical proofs of this fact

are, unfortunately, still lacking and should be considered as a reasonable working

hypothesis in this paper. Indeed, the absence of a diverging characteristic length is,
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in a nutshell, the central enigma of the problem of the glass transition. We remark

in passing that a cellular structure (mosaic-like) for the glasses had been proposed

by de Gennes [33] in the past and, in the context of the low-temperature anomalies,

by Baltes [34] who was able to explain the linear in T anomaly in the heat capacity

Cp (but not those in the acoustic properties, though, which require the introduction

of tunneling). A very similar picture is that of the polyclusters of Bakai [16], as

was already mentioned, but in the present approach the thermal genesis of the cells,

or RERs, is ascribed directly to the DH scenario already present above Tg. In this

approach the RERs, like grains or domains in the frozen structure below Tg, are the

thermal-history continuation of the slower-particle regions of the DH above Tg. In

Fig. 13.2 we show how the RERs themselves (not single particles) can get to grow to

a limit intermediate average size 𝜉0 and randomly close-pack together in the proxim-

ity of the glass transition temperature Tg, thus forming a highly correlated polyclus-

ter. The random close-packing process gets to be completed at a lower temperature

TK < Tg (TK possibly to be identified with the Kauzmann temperature) thus giving

the glass transition more the character of a crossover. As temperature drops further

below TK , the cells or RERs can slightly increase in size, consolidating their growth

at the expense of the species present in the interestitials between the RERs. This

idea of consolidation at lower temperatures is shown pictorially in Fig. 13.3. The

cells and interfaces between the cells will contain the bulk of the tunneling systems.

These 2LSs are atomic tunneling states arising from the cells’ own disorder, but most

of the 2LSs should be located at the meeting point between two cells (two RERs). In

the interstitial spaces between cells the remnant faster particles of the DH at T > Tg
give rise for T < Tg to regions where a large number N (on average, per interstitial)

of charged atomic tunneling particles are constrained to move in a coherent fash-

ion due to the high Coulomb repulsion forces between them. Figure 13.4 shows in

a schematic way how the atomic/ionic matter can get organised below Tg in a real

glass. Since the interstitial’s charged ions (dangling bonds, most likely) should act as

a coherently tunneling ensemble, it seems natural to simplify the description of the

physics at the lower temperatures using only phonons, propagating in the collection

of cells now jammed against each other, and remnant ergodic localized degrees of

freedom acting as TSs. These TSs will be of two types: the 2LSs within the cells and

at their points of contact (owing to inherent disorder in the cells’ atomic arrange-

ment) and effective quasi-particles sitting in the close-packed cells’ interstices and

now representing the collective motion of the coherently-tunneling ions which are

trapped in each interstice (Fig. 13.4). The quasi-particle will be subjected to an effec-

tive potential of distorted tetrahedral topology characterized by four wells for each

RER interstice, with minima inside each RER or—depending on the material—at

the RER meeting points and a high barrier in the interstice’s centre. De facto this 3D

interstitial TFWP potential can be replaced by four local 2D potentials for the four

quasi-particles describing the coherent tunneling of the faster-moving particles sit-

ting near each face of the distorted tetrahedron, close to a group of three (on average)

quasi-ordered cells (Fig. 13.5). Because of the better-ordering implicit in this model

of the glassy intermediate-range atomic structure, and in each cell, the three wells of

each effective local 2D potential for the tunneling quasi-particles (four per interstice,
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Fig. 13.1 a Spatial map of a single-particle displacements in the simulation of a binary Lennard-

Jones mixture in two dimensions. Arrows show the displacement of each particle in a trajectory

of length comparable to the structural relaxation time. The map (courtesy of G. Biroli, from [19])

reveals the existence of particles with different mobilities during relaxation, also the existence of

spatial correlations between these dynamical fluctuations. Faster and slower particle regions are

clearly visible and a closer inspection reveals that the slower particles form better-ordered regions,

while the faster particles form liquid-like regions. Note the distinct clustering of slow particles

(dynamical heterogeneities, DH). b The slower regions have been schematically highlighted to

show their incipient cellular structure. At the temperature of the simulation (T > Tg) the slower

regions are continuously breaking up and reforming, the idea is that as Tg is approached their size

grows to a finite limit value and their mutual hindering significally slows down their dynamics.

The ringed regions of slower moving particles become, below Tg, the RERs or cells characterizing

glassy intermediate-range atomic structure

on average) should be near-degenerate in terms of their ground-state energy asymme-

tries: E1 ≃ E2 ≃ E3 ≃ 0. With this, still qualitative, picture in mind we now turn to

the mathematical description of the physics of the remnant and still ergodic degrees

of freedom (phonons in the cells’ network—likely the origin of the Boson peak—

2LSs and ATSs (anomalous tunneling systems, four in each interstice)). For our

model of a real glass, by construction the 2LSs will be much more numerous than

the ATSs.

In this approach [1] the relevant degrees of freedom, beside the phonons, are

generalised dilute gases of independent 2LSs described by the STM and of fic-

titious quasi-particles tunneling in TWPs. The formulation of the STM (the 2LS

model) for the low temperature properties of glasses is very well known [2, 3]. One

assumes a collection of DWPs distributed in the substance and represented each

by a 2 × 2 effective Hamiltonian of the form, in the potential-well (or real-space)

representation:

2LS = −1
2

(
Δ Δ0
Δ0 −Δ

)
. (13.1)

Here the two parameters Δ (the energy asymmetry) and Δ0 (twice the tunnel-

ing parameter) are typically characterized by a probability distribution that views
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Fig. 13.2 Random close

packing of compact RERs in

the proximity of the glass

transition temperature Tg.

The spheres represent

regions of better-ordered

atomic particles that have

grown to a limit maximum

size and hinder each other’s

further growth. In the

interstitial regions (voids

between the spheres), not

shown, are the remainder of

the incipient glass particles:

these are more liquid-like

and mobile, while the RERs

that are shown need not be

spherical nor completely

mutually exclusive, partial

coalescence being allowed

Fig. 13.3 2D cartoon of the

consolidation of the RERs at

the lower temperatures,

where the better-ordered

regions have grown at the

expense of the particles in

the interstitials. Ultimately

this leads to a

temperature-dependent

number of liquid-like

tunneling particles in each

interstitial
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Fig. 13.4 a A 2D cartoon of the cellular structure of an amorphous (melt-quenched) solid just

below Tg. The RERs (black-circled blobs, an oversimplified schematics for fractal-like, but com-

pact objects) have grown to completely fill the space and enclose atomistic tunneling states of the

2LS type (blue blobs). At the same time, in the RER interstitials (yellow regions, connecting to

each other) the trapped, charged and faster particles of the DH existing above Tg (now probably

charged dangling bonds), give rise to coherently-tunneling large groups of ions here represented

by a single, fictitious, quasi-particle (orange dot) subjected to an effective tunneling potential hav-

ing typically four natural wells in distorted-tetrahedral configuration (b) for close-packed RERs. b
The tetrahedral four-welled potential (TFWP) in a 3D representation with a colour-coded potential

intensity (dark = deepest, light = highest)
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Fig. 13.5 a Contour-plot of a possible realization of the 2D effective three-welled potential (TWP)

very likely felt by the quasi-particle of those charged real particles dangling from, or being trapped

by, a group of three RERs on each one face of the tetrahedral configuration for an interstice formed

by close-packed RERs well below Tg (and TK). b 3D attempted visualization of the same example

of a TWP potential

Δ and ln(Δ0) (the latter linked to the particular DWP energy barrier) broadly (in

fact, uniformly) distributed throughout the topologically disordered solid [35]:

2LS(Δ,Δ0) =
P̄
Δ0

(13.2)

where some cutoffs must be introduced when needed and where P̄ is an elusive

material-dependent parameter, like the cutoffs. In fact, Eq. (13.2) embodies entirely

the Zachariasen-Warren hypothesis for the intermediate atomic structure of a glass,
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assuming broadly-distributed the energy asymmetryΔ = E(0)
2 − E(0)

1 , hence the single-

well ground state energies E(0)
1 and E(0)

2 themselves, as well as the potential barrier

height V0 appearing typically in relations such as:

Δ0 ≃ ℏΩe−
d
ℏ

√
2mV0 (13.3)

Δ0 =
ℏΩ
2

[
3 −

√
8V0
𝜋ℏΩ

]
e−2

V0
ℏΩ (13.4)

Here, the first relation is the generic WKB result for an arbitrarily shaped DWP

(where m is the particle’s mass, Ω its single-well harmonic frequency (or tunnel-

ing attempt frequency) and d the tunneling distance) and the second formula refers

instead to a symmetric (Δ = 0) DWP made up by two superimposed parabolic

wells. In fact, in the end the distribution (13.2) refers to the combination of para-

meters Δ0∕ℏΩ. The energies of the two levels |0 > and |1 > are then given by

0,1 = ±1
2

√
Δ2 + Δ2

0, and so on [2, 35].

The tunneling Hamiltonian of a particle in a TWP is also easily written down, in

the same low-T spirit as for a 2LS, as a generalization of the above matrix formulation

to the case of three wells [1]:

3LS =
⎛⎜⎜⎝

E1 D0 D0
D0 E2 D0
D0 D0 E3

⎞⎟⎟⎠
(13.5)

where E1,E2,E3 are now the energy asymmetries between the wells and where D0
is the most relevant tunneling amplitude (through saddles of the glassy potential

energy landscape, or PEL, in fact). No disorder in D0 is considered, for simplic-

ity, within each single DWP. This 3LS Hamiltonian has the important advantage of

readily allowing for the inclusion of a magnetic field B > 0, when this is coupling

orbitally with a tunneling “particle” (in fact, a quasi-particle) having charge q (q
being some multiple of the electron’s charge e) [1]:

3LS(B) =
⎛⎜⎜⎝

E1 D0ei𝜑∕3 D0e−i𝜑∕3

D0e−i𝜑∕3 E2 D0ei𝜑∕3

D0ei𝜑∕3 D0e−i𝜑∕3 E3

⎞⎟⎟⎠
(13.6)

where 𝜑∕3 is the so-called Peierls phase for the tunneling particle through a sad-

dle and in the field, and 𝜑 is the Aharonov-Bohm (A-B) phase for a tunneling loop

(triangular shaped) and is given by the usual formula:

𝜑 = 2𝜋 Φ
Φ0

, Φ0 =
h
|q| (13.7)
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Φ0 being the appropriate magnetic flux quantum (h is Planck’s constant) and Φ =
𝐁 ⋅ 𝐒△ the magnetic flux threading the area S△ and formed by the tunneling paths

of the particle in this now simplified (poor man’s, yet as we have seen realistic)

model. The three energy asymmetries E1,E2,E3 typically enter through their natural

combination D ≡

√
E2
1 + E2

2 + E2
3.

For nw = 3 wells an exact solution for the k = 0, 1, 2 eigenvalues of the multi-

welled tunneling Hamiltonian Eq. (13.6) is still possible (but not in the nw = 4TFPW

case):

k = 2D0

√√√√1 −
∑

i≠j EiEj

6D2
0

cos
(
1
3
𝜃 + 𝜃k

)
(13.8)

cos 𝜃 =

(
cos𝜑 +

E1E2E3

2D3
0

)(
1 −

∑
i≠j EiEj

6D2
0

)−3∕2

𝜃k = 0,+2
3
𝜋,−2

3
𝜋 an index distinguishing the three eigenstates. In the physically

relevant limit, which we now consider, and in which 𝜑 → 0 (weak fields) and D =√
E2
1 + E2

2 + E2
3 → 0 (near-degenerate distribution), and always at low temperatures,

we can approximate (in a now simplified calculation) the nw = 3—eigenstate system

with an effective 2LS having its energy gap Δ = 1 − 0 widening with increasing

𝜑 provided D0 > 0 (see below):

limΔ ≃ 2√
3

√
D2

0𝜑
2 + 1

2
(E2

1 + E2
2 + E2

3) →
√

D2
0𝜑

2 + D2 (13.9)

(a trivial rescaling of D0 and of the Ei has been applied). One can easily convince one-

self that if such TWP is used and with the standard parameter distribution, Eq. (13.2)

(with D,D0 replacing Δ,Δ0) for the description of the TS, one would then obtain

essentially the very same physics as for the STM’s 2LS-description. In other words,

there would be no need to complicate the popular, minimal 2LS-description in order

to study glasses at low temperatures, unless structural inhomogeneities of the RER-

type and a magnetic field are present. Without the RERs, hence no distribution of

the type (13.10) below, the phase interference from separate tunneling paths is only

likely to give rise to an exceedingly weak quantum effect. Hence, it will be those

TSs nesting between the RERs that will give rise to an enhanced quantum phase

interference and these TSs can be minimally described—most appropriately and

conveniently—through Hamiltonian (13.6) and with a distribution of asymmetries

thus modified in order to favour near-degeneracy [1]:


∗
3LS(E1,E2,E3;D0) =

P∗

D0(E2
1 + E2

2 + E2
3)

(13.10)
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Fig. 13.6 The energy

spectrum (for D0 = 1 units)

of the ATS (3LS, TWP)

model, in the physically

appropriate limits of a weak

magnetic field and

near-degeneracy due to the

embedding within RER’s

interstitials. On the

horizontal axis is the A-B

phase 𝜑 ∝ B

P∗
being a dimensionless (which is pleasing) material parameter. We remark that

the incipient “crystallinity” (better-ordering, in fact) of the RERs calls for near-

degeneracy in E1,E2,E3 simultaneously and not in a single one of them, whence the

correlated form of (13.10). We now have basically three-level systems (3LSs) with

energy levels 0 < 1 ≪ 2, periodic in 𝜑. The typical ATS spectrum, with D0 > 0
(see below), is shown in Fig. 13.6 as a function of 𝜑 and one can now see that the

third and highest level 2 can be safely neglected for most low-field applications.

Other descriptions, with TFWPs or modified three-dimensional DWPs are possible

for the TSs nested in the RERs and yet they lead to the same physics as that from

Eqs. (13.6) and (13.10) above (which describe what we like to call the anomalous

tunneling systems, or ATSs, nesting in the interstitials between the RERs). The final

and a most important consideration for the construction of a suitable mathematical

model of such complex systems is that the TSs appear to be rather diluted defects in

the glass (indeed their concentration is of the order of magnitude of that for trace,

paramagnetic (e.g. Fe), impurities, as we shall see). Hence the tunneling “particles”

are, de facto, embedded in a medium otherwise characterized only by fairly simple

acoustic-phonon degrees of freedom. This embedding, however, does mean that the

rest of the material takes its part in the making of the tunneling potential for the

TS’s “particle”, which itself is not moving quantum-mechanically in a true vacuum.

Sussmann [36] has shown that this should lead to local trapping potentials that (for

the case of triangular and tetrahedral perfect symmetry, like in our limit no-disorder

case) must be characterized by a degenerate ground state. This should mean that, as

a consequence of the TS embedding, our poor man’s model, Eq. (13.6), for the ATSs

should be chosen with a strictly positive tunneling parameter [1]:

D0 > 0 (13.11)

where of course perfect degeneracy gets always removed through weak disorder in

the asymmetries. Intrinsic near-degeneracy of (13.10) of course implies that the
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Fig. 13.7 The

magnetic-sensitive

contribution of the density of

states (DOS) as the function

of the energy gap E and

selected Aharon-Bohm

(A-B) phases 𝜑 (proportional

to the magnetic field B) (here

nATSP∗
has been set to 1).

The rapid transfer of

quantum states to higher

energy when a very weak

magnetic field B is switched

on is the basic explanation

for the origin of the magnetic

effects

model should be used in its D∕D0 ≪ 1 limit, and that in turn reduces the ATSs

to effective magnetic-field dependent 2LSs, greatly simplifying the mathematical

analysis when the limit 𝜑 → 0, which we always take for relatively weak magnetic

fields, is used. The ETM was first proposed in [1], and consists basically in a collec-

tion of independent, non-interacting 2LSs which are described by the STM and also

3LS-TWPs, which are described by Eqs. (13.6) and (13.10) above, in the mentioned

D∕D0 ≪ 1 and 𝜑 → 0 limits. The 3LSs are meant to be nested in the interstitials

between the close-packed RERs while the magnetic-field insensitive 2LSs are dis-

tributed in the remaining homogeneously-disordered granular matrix of RERs and

at their touch points or interfaces [37]. In Fig. 13.7 we illustrate the behaviour of the

magnetic part of the density of states (DOS) for this model as a function of the ATS

gap energy, E, for different values of the A-B phase 𝜑. This figure demonstrates the

physical origin of the magnetic effects: the number of quantum states being con-

served, they get to be very rapidly shifted towards high values of the energy when a

magnetic field, even very weak, is turned on. The ETM, proposed in this form by the

present Author in 2004, has been able to explain so far the magnetic effects in the heat

capacity [1], in the real [38] and imaginary [39] parts of the dielectric constant and

in the polarization echo amplitude [39] data reported to date for a variety of glasses

at low temperatures. The ETM has also shed much new light into the composition-

dependent anomalies [7, 37]. The new physics provided by the magnetic-field depen-

dent TS DOS, as mentioned, comes from a term due to the near-degenerate TWPs [1]

and that gets to be added up to the constant DOS from the STM 2LSs (having con-

stant density n2LS):

gtot(E,B) = n2LSP̄ + nATS
P∗

E
fATS(E,B)𝜃(E − Ec1)

= g2LS(E) + gATS(E,B) (13.12)
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where nATS is the ATSs’ concentration, while fATS is a magnetic-field dependent

dimensionless function already described in previous papers [1] and Ec1 is a material

and weakly B-dependent energy cutoff:

gATS(E, 𝜑) =
∫

ΠidEi𝛿(ΣjEj)
∫

dD0
∗
3LS({Ek},D0)𝛿(E − Δ)

=

⎧⎪⎪⎨⎪⎪⎩

2𝜋P∗

E
ln
(

D0max

D0min

√
E2−D2

0min𝜑
2

E2−D2
0max𝜑

2

)
if E > Ec2

2𝜋P∗

E
ln
√

(E2−D2
0min𝜑

2)(E2−D2
min)

D0minDmin𝜑
if Ec1 ≤ E ≤ Ec2

0 if E < Ec1.

(13.13)

Moreover, after an irrelevant renormalization of parameters: Ec1 =√
D2

min + D2
0min𝜑

2, Ec2 =
√

D2
min + D2

0max𝜑
2, Dmin, D0min and D0max being suitable

(material parameters) cutoffs. A more microscopic model does not exist, at present.

The gross 1/E dependence of the ATS DOS is one consequence of the chosen tunnel-

ing parameters’ distribution, Eq. (13.10), and it gives rise to a peak in

gtot near Ec2 that is rapidly eroded away as soon as a (weak, depending on material

parameters) magnetic field is switched on. The form and evolution of the magnetic

part of the DOS is shown in Fig. 13.8 for some chosen parameters and as a func-

tion of 𝜑 ∝ B for different values of the ATS energy gap E. This behaviour of the
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Fig. 13.8 The magnetic-sensitive part of the density of states (DOS) as a function of the A-B phase

𝜑 (proportional to the magnetic field B, upon averaging) and different energies (again nATSP∗
has

been set equal to 1). The shape of this DOS contribution (coming from the TWPs with a parameter

distribution (13.10) which is favouring near-degeneracy) is the ultimate source of all the magnetic

effects (see also Fig. 13.17). The cusp is an artifact of the effective 2LS approximation [1], albeit

also of the existence of upper and lower bounds for D0 due to the disordered nature of the RER

glassy atomic structure
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DOS with B is essentially the underlying mechanism for all of the experimentally

observed magnetic-field effects in the studied cold glasses within this model: the

measured physical properties turn out to be convolutions of this DOS (with some

appropriate B-independent functions) and in turn they reproduce the shape of this

DOS as functions of B (see also Fig. 13.17). We remark that already at B = 0 the

TS total DOS gtot(E) that is here advocated, Eq. (13.12) above (see also Fig. 13.7,

has the correct qualitative form that was solicited by Yu and Leggett [40] in order to

achieve a better qualitative explanation for many experiments at low temperatures in

the real glasses. Namely, a broad constant (due to the majority 2LSs), surmounted

by a triangular-shaped contribution in a range of energy E (this part, coming from

the minority ATSs). This shape is now being to a large extent justified by our model

and indeed explains experimental data rather well.

13.3 The Magnetic Field Effects (Multi-silicate Glasses
Only)

We now come to the main theme for this article, the crucial piece of new experimen-

tal evidence for the cellular, RER-based scenario for glass structure. As mentioned

in the Introduction, a large number of magnetic-field dependent effects have been

reported in the late 1990s and early 2000s for several insulating glasses and that

could not be ascribed to the (ubiquitous) trace paramagnetic impurities. We refer

the reader to a review article of this Author’s work so far [41], here we just review

the main results that have been obtained through the proposed cellular approach and

ETM low-temperature model in order to explain all such magnetic effects.

13.3.1 The Magnetic Field Dependent Specific Heat

Though unrecognized by the experimentalists, the heat capacity measured in some

multi-component silicate glasses (pure, mono-component silica does not display

such effect) has shown a strong dependence on the applied magnetic field. Such

dependence was the first to be explained by the present approach [1, 42]. The total

TS heat capacity is easily evaluated for this model (ETM) and obtained from the

above calculated DOS

CpTS(T ,B) =
∫

∞

0
dE gtot(E,B)Cp0(E,T) (13.14)
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Table 13.1 Extracted parameters (from the specific heat data [43]) for the concentrations of ATSs

and Fe-impurities for the BAS glass

BAS glass Concentration [g−1] Concentration [ppm]

nFe2+ 1.06 × 1017 14.23

nFe3+ 5.00 × 1016 6.69

P∗nATS 5.19 × 1016 –

Table 13.2 Extracted tunneling parameters (from the Cp data [43]) for the BAS glass

Temperature [K] Dmin [K] D0min| q
e
|S [KÅ

2
] D0max| q

e
|S [KÅ

2
]

0.60 0.49 4.77 × 104 3.09 × 105

0.90 0.53 5.07 × 104 2.90 × 105

1.36 0.55 5.95 × 104 2.61 × 105

where

Cp0(E,T) = kB

(
E

2kBT

)2

cosh−2
(

E
2kBT

)
(13.15)

is the heat capacity contribution from each single TS having energy gap E and where

gtot(E,B) is given by Eq. (13.12). We have made use of the resulting expression to fit

the available data [43] that display a magnetic effect in the heat capacity in the case of

two multi-component silicate glasses: commercial borosilicate Duran (from Schott

GmbH) and barium-allumo-silicate (AlBaSiO, or BAS in short) glass (from Heraeus

GmbH), in order to show that the ATS-ETM model works well for the magnetic-field

dependent Cp. In order to fit the data, the standard phonon (T3
) contribution as well

as the Langevin-paramagnetism contribution from the trace iron impurities [mostly

Fe
2+

as it turns out] need to be added to the said tunneling contributions (Tables 13.1

and 13.2).

The best fit for the available data is reported in Fig. 13.9a in the case of BAS glass.

The concentrations of the ATSs and Fe-impurities extracted from the best fit of the

heat capacity data [43] as a function of B, for Duran, are reported in Table 13.3; hav-

ing fixed the concentrations, it is then possible to extract the remaining parameters

for Duran (Table 13.4). The fit of the available data [43] is reported in Fig. 13.9b for

Duran.

The results of our repeated [1] Cp analysis definitely indicate that the magnetic-

field sensitive ATSs give a significant contribution to the low temperature heat capac-

ity data. The explanation of these data [1] was the first test of the ETM and gave the

first indication that the cellular structure of glass has a manifestation in experiments

outside the traditional X-ray scattering domain of investigation.
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Fig. 13.9 The heat capacity best fit for the a BAS (or AlBaSiO) and b Duran glasses. The contin-

uous lines are the predictions from the ETM. Data from Ref. [43]

Table 13.3 Extracted parameters (from the heat capacity data [43]) for the concentration of ATSs

and Fe-impurities for Duran

Duran Concentration [g−1] Concentration [ppm]

nFe2+ 3.21 × 1017 33.01

nFe3+ 2.11 × 1017 21.63

P∗nATS 8.88 × 1016 –

Table 13.4 Extracted tunneling parameters (from the Cp data [43]) for Duran

Temperature [K] Dmin [K] D0min| q
e
|S [KÅ

2
] D0max| q

e
|S [KÅ

2
]

1.11 0.34 4.99 × 104 2.68 × 105

1.23 0.32 5.30 × 104 2.50 × 105

1.36 0.32 5.54 × 104 2.46 × 105

13.3.2 The Magnetic Field Dependent Dielectric Constant

As it turns out, historically the magnetic effect on the dielectric properties of the

multi-silicate glasses was the first to be discovered [9]. Only the present approach—

at the time of writing—is able to explain the data, qualitatively [38] and then quan-

titatively [39]. We consider the contribution to the dielectric constant 𝜖(𝜔) from the

TWPs (or ATSs) that are sitting in the interstices between the RERs. One can then

treat each ATS again as an effective 2LS having first energy gapΔ = 1 − 0 = E =√
D2 + D2

0𝜑
2 for relatively weak fields. Within this simplified picture, the linear-

response, quasi-static resonant and relaxational contributions to the polarizability

tensor 𝛼
𝜇𝜈

can be extracted according to the general 2LS approach described in var-

ious papers [44], as well as in the review in Ref. [41], to obtain
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𝛼
RES
𝜇𝜈

=
∫

∞

0

dE
2E


𝜇𝜈

({
Ei

E

}
;𝐩i

)
tanh

( E
2kBT

)
𝛿(E − Δ) (13.16)

as well as

𝛼
REL
𝜇𝜈

= 1
4kBT ∫

∞

0
dE

( 3∑
i,j=1

EiEj

E2 pi𝜇pj𝜈

)
cosh−2

(
E

2kBT

)
𝛿(E − Δ) (13.17)

where


𝜇𝜈

({
Ei

E

}
;𝐩i

)
=

3∑
i=1

pi𝜇pi𝜈 −
∑

i,j

EiEj

E2 pi𝜇pj𝜈 (13.18)

is a disorder correlator that makes use of the single-wells’ electric dipoles 𝐩i = q𝐚i
(i = 1, 2, 3). This expression assumes vanishing electric fields and no TS-TS interac-

tions yet, an approximation which indeed does not realistically apply to experiments

at the lowest temperatures. To keep the theory treatment simple, however, one can

still make use of Eq. (13.16) and of the analogous one for the relaxational contri-

bution to the polarizability. Interactions will play a role, though from estimates this

should only happen around the 1 to 10 mK range. Equation (13.16) must be aver-

aged over the random energies’ distribution (13.10) (denoted by [… ]av, responsible

for the high sensitivity to weak fields) and also over the dipoles’ orientations and

strengths (denoted by (… )). For a collection of ATS with nw > 2 wells this averag-

ing, as it turns out, presents serious difficulties and one must resort to the reasonable

decoupling:


𝜇𝜈
𝛿(E − Δ) ≃ 

𝜇𝜈
⋅ 𝛿(E − Δ), (13.19)

where now [𝛿(E − Δ)]av = gATS(E,B) is the fully-averaged DOS. To calculate 
𝜇𝜈

,

one can begin by envisaging a fully-isotropic distribution of planar nw-polygons to

then obtain:


𝜇𝜈

= 1
3

(
nw

nw − 1

)
p2

i

(nw − 2)E2 + D2
0𝜑

2

E2 𝛿
𝜇𝜈
. (13.20)

The second term in the numerator of Eq. (13.20) gives rise, one discovers, to a

peak in 𝛿𝜖∕𝜖 as a function of B at very low fields, while the first term (which is

present only if nw > 2) produces a negative contribution to 𝛿𝜖∕𝜖 at larger B which

can dominate over the enhancement term for all values of B when D0max ≫ D0min,

where D0min, D0max correspond to material-dependent cutoffs in the distribution of

ATS energy barriers (V0max, V0min respectively). Observations in Duran and BK7

indeed show a significant depression of 𝜖
′(B) for weak fields [10], thus present-

ing direct evidence for the existence of ATSs carrying nw > 2 in the multi-silicate

glasses. Performing the averaging [… ]av one then gets some analytical expressions

for the polarizability. The uniform average over orientation angles 𝜃 must be per-

formed numerically (although it was checked that a very good approximation con-
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Fig. 13.10 Relative

dielectric constant variation

versus the magnetic field for

AlBaSiO (or BAS) [10]b,

BK7 [10] and Duran [10]b

glasses. With best-fit

parameters given in

Table 13.5, the continuous

curves are the results of our

theory in the “weak field”

approximation with

(and—for AlBaSiO—also

without) higher order

correction. From [45]

Fig. 13.11 Relative

dielectric constant variation

versus the magnetic field and

temperature for AlBaSiO (or

BAS) glass [10]b. With

fitting parameters as in

Table 13.5, the continuous

curves are the result of our

theory in the “weak field”

approximation. From [45]

sists in the replacement 𝜑
2 → 1

3
𝜑
2

for averaged expressions, which corresponds to

the replacement cos2 𝜃 → 1
3
).

Details of the evaluation of the dielectric constant can be found in [41] and the

resulting expressions appear to describe well most experimental data and for differ-

ent glasses, as is shown in Figs. 13.10, 13.11 and 13.12 using the fitting parameters

presented in the Tables 13.5 and 13.6.

For the sake of clarity, the data and theoretical curves in Figs. 13.11 and 13.12

have been shifted apart vertically. The quantity xATS now refers to volume concentra-

tions of ATSs, linked to mass concentrations nATS through use of the solid’s density

𝜌 ∶ xATS = nATS𝜌.

Analogous results have been obtained for the explanation of the dielectric loss

data in a magnetic field, the theory and fits of the available experimental data can be

found in [41]. The tunneling parameters extracted from the data fitting compare well

with those given above, so that in fact a single model with a single set of material

parameters per specimen could be used in all these studies (except that the fit of all
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Fig. 13.12 Dielectric

constant variation as a

function of the magnetic field

and temperature for the (non

nuclear-quadrupole moments

containing) SiO2+xCyHz
glass [46]. Fitting parameters

as in Table 13.6. From [45]

Table 13.5 Fitting parameters extracted for the dielectric constant in a magnetic field and for three

different types of glasses

Material and

temperature

𝜋xATSP∗p2
1∕𝜖r𝜖0 Dmin, K D0min

||| q
e
||| SΔ, K

2 D0max
||| q

e
||| SΔ, K

2

BK7 15 mK 0.089 × 10−5 0.030 1.668 × 105 4.576 × 105

Duran 15 mK 0.052 × 10−5 0.021 2.457 × 105 4.151 × 105

AlBaSiO 50 mK 0.89 × 10−5 0.015 2.440 × 105 3.080 × 105

AlBaSiO 94 mK 3.75 × 10−5 0.025 1.225 × 105 1.589 × 105

AlBaSiO 120 mK 3.09 × 10−5 0.023 1.767 × 105 2.248 × 105

Table 13.6 Fitting parameters for the (non nuclear-quadrupole moments containing) SiO2+xCyHz
glass for different temperatures

Temperature 𝜋xATSP∗p2
1∕𝜖r𝜖0 Dmin, K D0min

||| q
e
||| SΔ, K2 D0max

||| q
e
||| SΔ, K2

50 mK 4.38 × 10−5 0.0150 0.076 × 103 3.047 × 104

70 mK 12.22 × 10−5 0.0486 0.600 × 103 2.662 × 104

100 mK 13.63 × 10−5 0.0486 3.035 × 103 7.616 × 104

the data sets would not be so good). Here we only like to remark that for the loss

the theory must also describe the magnetic-field dependence of a phenomenological

relaxation time, a new parameter entering in the description of dielectric dissipation.

This relaxation time for ATSs at low temperature and in a magnetic field is now found

to be given by the following expression (derived, yet no detailed published, by the

present Author) [41]:

𝜏
−1
ATS = 𝜏

−1 (E, 𝜑) =
E3

(
D2

0𝜑
2 + 5

6
D2
)

Γ tanh
(

E
2kBT

) =
E3

(
E2 − 1

6
D2
)

Γ tanh
(

E
2kBT

) = 𝜏
−1 (E,D) (13.21)
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where, as usual, the A-B phase 𝜑 is directly proportional to the magnetic field B.

It appears, therefore, that the total dielectric relaxation time, obtained through its

inverse:
1
𝜏tot

= 1
𝜏2LS

+ 1
𝜏ATS(𝜑)

(13.22)

must diminish in a non-trivial manner as the magnetic field is switched on. This very

interesting prediction of the present theory appears to be confirmed explicitly, albeit

only qualitatively, in laboratory experiments and for some special multi-silicate

glasses so far only via the work of a Russian group at liquid-He temperatures [47].

A systematic study of the magnetic-field dependence of 𝜏tot in the multi-component

glasses is lamentably still lacking.

13.3.3 The Magnetic Field Dependent Polarization Echo
Amplitude

The experimental detection of electric and phonon echoes in glasses is one strongly

convincing argument for the 2LSs’ existence. Echoes in glasses are similar (yet with

important differences) to other echo phenomena such as nuclear spin echo, photon

echo and so on. But only at very low temperatures the relaxation of the TSs becomes

so slow that coherent phenomena like polarization echoes become observable in the

insulating glasses [35].

The essence of the effect is as follows (see Fig. 13.13). A glass sample placed in

a reentrant resonating cavity (“Topfkreisresonator”) is subjected to two very short

ac electromagnetic pulses at the nominal frequency of about 1 GHz and separated

by a time interval 𝜏12. The durations 𝜏1 and 𝜏2 of the pulses must be much shorter

that all relaxation process times in the observed system. The macroscopic polariza-

tion produced by the first pulse then vanishes rapidly, due to the broad distribution

Fig. 13.13 Schematics of the two-pulse polarization echo experiment. Hahn’s vectorial interpre-

tation on the right hand side is for NMR’s spin-echo experiment



314 G. Jug

of parameters of the TSs in glasses. This phenomenon is similar to the well-known

free-induction decay that is observed in nuclear magnetic resonance (NMR) experi-

ments. The “phase” (energy-level populations) of each 2LS develops freely between

the two exciting pulses. The second pulse causes an effective “time reversal” for

the development of the phase of the 2LSs. The initial macroscopic polarization of the

glass is then recovered at a time 𝜏12, roughly, after the second pulse. Because the

thermal relaxation processes and (see below) spectral diffusion are strongly temper-

ature dependent, polarization echoes in glasses can be observed, in practice, only

at very low temperatures: typically below 100 mK. The echo amplitude is clearly

proportional to the number of 2LSs that are in or near resonance with the exciting

microwave pulse and that do not loose their phase coherence during the time 2𝜏12
[35]. It should be stressed that, because of the wide distribution for the parameters of

the two-level systems in glasses, the theoretical description of polarization echoes in

glasses is considerably more complicated than in the case of nuclear spin systems.

In analogy to the two-pulse echo in NMR experiments this phenomenon is referred

to as the spontaneous electric echo.

Polarization echo phenomena can help us understand more about the microscopic

structure of TSs in general in glasses and give different kinds of information. The

analysis of these experiments is similar to that for the analogous NMR case, except

that the TS problem is complicated by three new factors. First, the elastic (or elec-

tric) dipoles are not aligned with respect to the driving field(s) and a calculation of

the echo signal involves averaging over their orientations. Second, for a given pump-

ing frequency 𝜔 there exists a distribution of induced moments (elastic or electric)

and relaxation times, which must be included in the theoretical analysis. Finally, in

electric echo experiments the local field as seen by the TSs is not equal to the exter-

nally applied field, and a local-field correction factor must be used when evaluating

absolute values of the polarization [35].

In the polarization echo experiments, done typically at radio frequencies and at

very low temperature (about 10 to 100 mK), it has been established that the TSs in

glasses couple directly to the magnetic field B [48, 49]. This time, the amplitude

of two-pulse echoes in the BAS, Duran and BK7 glasses was found to dependent

strongly on the applied magnetic field showing a non-monotonic (perhaps oscilla-

tory) field variation and for all glass types. Since the very beginning [11, 50], such

behavior was attributed to the existence of nuclear electric quadrupole moments

(NEQM) carried by some of the tunneling species (having nuclear spin I > 1
2
) inter-

acting via their nuclear magnetic dipole with the magnetic field and also with gra-

dients of the internal microscopic electric field. The NEQM model is based on the

consideration that the levels of tunneling particles with non-zero nuclear quadrupole

moment experience a nuclear quadrupole splitting, which is different in the ground

state and in the excited state of a tunneling 2LS. The magnetic field then causes an

additional Zeeman splitting of these levels, giving rise to interference effects. In turn,

these two different nuclear interactions, though very weak, are thought to be causing

the non-monotonic magnetic field variation of the echo amplitude.

The amplitude (in fact, integrated amplitude) of two-pulse polarization echoes

of four types of silicate glasses is now shown in Fig. 13.14a and as a function of
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Fig. 13.14 Data from [48] a The integrated echo amplitude plotted as a function of the magnetic

field for different silicate glasses: BK7, Duran, AlBaSiO (BAS) and Suprasil I. All data were taken

at T = 12 mK, 𝜏12 = 2µs, and nominally 1 GHz, except for Duran, where the delay time was 𝜏12 =
1.7µs. b The amplitude of two-pulse echoes in BK7 glass versus the magnetic field for different

values of the waiting time 𝜏12 between pulses. All data sets were taken at 4.6 GHz and 12 mK except

that for 𝜏12 = 2µs which was taken at 0.9 GHz (this behaviour, right panel, remains unexplained

by all existing theories and a real challenge)

the magnetic field [49]. In contrast to various other low-temperature properties of

glasses, the influence of the magnetic field on the amplitude of spontaneous echoes

is manifestly not universal on the qualitative level already. BK7 and Duran show

similar effects, and yet the concentration of magnetic impurities differs by at least a

factor of 20 (a clear indication, that such impurities are irrelevant for such effects).

The most remarkable result of these measurements is the fact that Suprasil I (very

pure a-SiO2) shows no detectable magnetic-field effect. While Duran, BAS and BK7

contain nuclei with non-zero nuclear quadrupole moment, Suprasi I is virtually free

of such nuclei, except for a tiny % of
17

O. This fact has been used to provide the justi-

fication for the nuclear quadrupole theory. The variation of the echo amplitude with

the applied magnetic field is similar for Duran, BK7 and BAS, but not at all qual-

itatively identical. All three samples exhibit a marked principal maximum at very

weak fields, B ∼ 10 mT, but only BK7 has a relevant second maximum and some

hint to an oscillation as a function of B. Unexplained by the NEQM theory, at high

fields the amplitude of the echo rises well above its value at zero magnetic field and

seemingly saturates (yet, see Figs. 13.9 and 13.17 below, this is very similar to what

happens to the inverted heat capacity, −Cp, as a function of B). Again unexplained

by NEQM theory, there is a piece of linear dependence on B at intermediate fields.

In Fig. 13.14b the amplitude of spontaneous echoes for the BK7 glass is repro-

duced as a function of the applied magnetic field and for different delay times 𝜏12
between the exciting pulses. We can see some obvious qualitative differences for

different values of 𝜏12 and that a second maximum (the “oscillation”) is not always

present. These findings necessitate a good theory for spectral diffusion [51] in real

glasses (containing both 2LSs and ATSs) and this theory remains to date unaccom-

plished.
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One of the most remarkable facts about the experiments on echoes from glasses

in a weak magnetic field is that strong magnetic response is not confined to the inor-

ganic, multi-silicate glasses. The amplitude of spontaneous echoes in part-deuterated

and in undeuterated amorphous glycerol as a function of the weak magnetic field B
has been demontrated to show completely different behaviour [11]. In the case of

ordinary glycerol there is some, very small change of the echo amplitude with B.

However, for partially deuterated glycerol the change is considerably more notice-

able, of different shapes and duration. These experiments seemingly provide proof

that the magnetic effects are of nuclear origin, since the two amorphous glycerol

samples differ only in the content of nuclei carrying a NEQM. As it turns out, a com-

parative analysis of experiments in different isotope-concentration samples hints to

the fact that the effect does not scale at all with NEQM concentration. The explana-

tion of the magnetic effects in amorphous glycerol echo experiments goes beyond the

aims of this review and an explanation based on the ETM can be found in the review

[41] and first published in [39]. The vitreous-glycerol experiments show, however,

that the tunneling species are H
+

and/or D
+

in these samples: correctly, the lighter

atomic species. Then, in the multi-silicates the tunneling particles ought to be over-

whelmingly O
2−

, hardly the NEQM-carrying B
3+

, Na
+

, K
+

, or Al
3+

as claimed by

NEQM-theory supporters. The status of the NEQM-theory remains unclear.

We will discuss in this essay principally the echo experiments on the silicates.

A theory for the echo signal from a collection of 2LSs can be obtained—and from

first principles—from a lengthy but straightforward Schrödinger equation (or density

matrix) treatment in which high-frequency modes are neglected and the phonon-

damping is treated in a phenomenological way [45]. In the more rigorous way, we

have obtained for the echo signal an expression which confirms and in fact improves

on the theory of 2LSs’ electric echos by Gurevich et al. [52] [some details can also

be found in [41]]. It is then possible to extend this polarization echo’s calculation to

the case of the ATS-ETM describing glasses in a magnetic field [39, 45]. The point

of view is taken that a background of ordinary 2LSs—insensitive to the magnetic

field—also exists in the glass, but is not needed in order to explain the data as a

function of the magnetic field.

One begins with a collection of 3LSs (now nw = 3 is not just computationally

convenient, but physically correct as explained in Sect. 13.2), but with each single

ATS Hamiltonian written in the (diagonal) energy representation:

H′ = SHS−1 =
⎛⎜⎜⎝
0 0 0
0 1 0
0 0 2

⎞⎟⎟⎠
+ S

⎛⎜⎜⎝
−𝐩1 ⋅ 𝐅 0 0

0 −𝐩2 ⋅ 𝐅 0
0 0 −𝐩3 ⋅ 𝐅

⎞⎟⎟⎠
S−1

(13.23)

Here the transformation matrix S = S(𝜑) is magnetic-field dependent, the i are

the (B-dependent) ATS energy levels and the 𝐩i are the single wells’ electric dipoles.

As in the treatment of Gurevich et al. [52] there is also a phonon bath and this

will be treated—as usual—phenomenologically and resulting in a standard phonon-

damping exponential. The second term in Eq. (13.23) causes irrelevant energy-level
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shifts and also produces an extra matrix term ΔH′(t) = (Aij) of which the only rele-

vant element is of the form

A01 = A∗
10 =

3∑
k=1

−𝐩k ⋅ 𝐅0 S0k(𝜑)S∗1k(𝜑) cos𝜔t (13.24)

These Aij cause quantum transitions between the ATS levels (|0 >, |1 >, |2 >)
when the electric-field pulses are applied. In the weak magnetic field limit (now most

appropriate for these experiments) and in the usual approximation D ≪ D0 (which

is always consistent with our best fits to the data), one discovers that the second

excited level |2 > remains unperturbed and one can make use of the effective 2LS

approximation (where, however, the ground-state single-well wavefunctions mix).

One can then repeat the Schrödinger equation (or density-matrix) calculation carried

out for the 2LS case, introducing though the complex Rabi frequency:

Ω0 =
A01
ℏ

(13.25)

The evolution of the generic ATS during, or in the absence, of pulses then gets

to be followed exactly in much the same way as before, except that in order to

simplify the formalism it is convenient to introduce right from the beginning the

orientationally-averaged Rabi frequency (which is now a real quantity):

ΩR =
√
|Ω0|2 (13.26)

the bar denoting averaging over the 3LS base-triangle’s orientation. Replacing Ω0
with ΩR before carrying out this averaging of the sample’s polarization is here our

main approximation, allowing for a considerably simplified treatment and leading to

the following magnetic-field dependent Rabi frequency:

ΩR =
p1F0
ℏ

√√√√D2
0𝜑

2 + 5
6
D2

6E2 (13.27)

Here, 𝐩1 is the single-well (orientation-averaged) electric dipole and E = ℏ𝜔0 =√
D2 + D2

0𝜑
2 is the usual magnetic-field dependent lower energy gap, in the weak

field and near-degenerate approximations. The above form for Ω0 of course treats

incorrectly the ATSs that have 𝐅0 roughly orthogonal to the ATS base triangle; for-

tunately these have Ω0 ≈ 0 and in fact do not contribute to the echo signal.

Proceeding as in our own derivation of the ordinary 2LSs echo [45], one finds

that there is indeed a magnetic contribution to the polarization of the sample from

the generic ATS and (partly averaged) given by:
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Δ℘∥(t) ≅ − ℏ

F0
tanh

(
E

2kBT

)
e−

𝛾

2 t Ω
4
R

Ω3
G

Im
{
sin2

(ΩG𝜏2

2

)[
sin

(
ΩG𝜏1

)
− 2i

𝜔0 − 𝜔

ΩR
sin2

(ΩG𝜏1

2

)]}
eiΦ(t)−i ∫ t

0 Δ𝜔(t′)s(t′)dt′

(13.28)

Here,
𝛾

2
= 𝜏

−1
is the magnetic ATS relaxation rate due to phonons and given by Eq.

(13.21), so the generalized Rabi frequency is still given byΩG=
√

Ω2
R+(𝜔0−𝜔)2 and,

moreover:

Φ (t) = 𝜔0
(
t − 2𝜏12

)
+ 𝜔Δ𝜏 (13.29)

is what we find to be the appropriate time argument. From this, it is obvious that

the time at which all the ATSs (regardless of energy gap E = ℏ𝜔0 value) get to be

refocused is t = 2𝜏12 and this determines the correct echo’s peak position (when the

echo signal has a reasonable shape, this not being always the case [48]). The mea-

sured echo amplitude’s contribution from the magnetic ATS is then (also allowing

for an arbitrary amplification factor A0):

ΔA (𝜑) =A0
d

𝜀0𝜀r
xATS2𝜋P∗

∫

∞

0
dE

∫

dD
D ∫

dD0
D0

Θ(D,D0)

× 𝛿

(
E −

√
D2 + D2

0𝜑
2
)
Δ℘∥

(
2𝜏12

) (13.30)

where now d is the sample’s thickness, Θ(D,D0) is a Dirichlet’s theta-function

restriction for the integration domain (see [45]) and where a final orientational-

averaging with respect to the angle (defining the A-B phase 𝜑, see Eq. (13.7))

𝛽 = 𝐁𝐒△ is in order. One deals with the delta-function’s constraint and the energy

parameters’ integrations in the usual way to arrive at, after a lengthy calculation:

ΔA(𝜑) ≅−A0
d

𝜀0𝜀r
xATS

4𝜋ℏ2P∗

F0
cos(𝜔Δ𝜏)

×
∫

Ec2

Ec1

dE
E ∫

D2(𝜑)

Dmin

dD
D

tanh( E
2kBT

) E2

E2 − D2

⋅ e−w2𝜏12Ω2
R𝜎(E)

[
S(𝜃1, 𝜃2)tan(𝜔Δ𝜏)+C(𝜃1, 𝜃2)

]

+
∫

∞

Ec2

dE
E ∫

D2(𝜑)

D1(𝜑)

dD
D

(same integrand as above… )

(13.31)
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where we have defined the special functions:

𝜎 (E) =
Ω2

R

2ℏΩ3
G

=
Ω2

R

2ℏ
(
Ω2

R+(𝜔0 − 𝜔)2
)3∕2

S
(
𝜃1, 𝜃2

)
= sin

(
ΩG𝜏1

)
sin2

(
ΩG𝜏2∕2

)
(13.32)

C
(
𝜃1, 𝜃2

)
= −2

𝜔0 − 𝜔

ΩR
sin2

(
ΩG𝜏1∕2

)
sin2

(
ΩG𝜏2∕2

)

and where 𝜃1,2 = ΩG𝜏1,2 are the so-called pulse areas. Ec1,2 are as in the previous

Sections whilst now: D1,2 (𝜑) =
√

E2 − D2
0max,min𝜑

2 and E = ℏ𝜔0.

In going from Eqs. (13.28)–(13.31) we have tacitly made some assumptions on the

(to be fully averaged) spectral diffusion term, e−i ∫ 2𝜏12
0 Δ𝜔(t′)s(t′)dt′

(where ℏΔ𝜔(t) =
E(t) − E represents the time fluctuation of the ATS’s energy gap which is due to local

strain and/or electric field fluctuations [51]). The theory of spectral diffusion (SD)

[51] for the ATSs is still to be accomplished, but we can safely assume that what was

found by many Authors for NMR’s spin-echoes as well as for the 2LS polarization

echoes in glasses holds good for the ATSs too. Namely: there is a wide range of

waiting times 𝜏12 values where the decay of the echo amplitude well approximates

a simple exponential form, so that one can replace the SD term with e−2𝜏12∕𝜏𝜙 , 𝜏
𝜙
(T)

being a SD characteristic time depending only on temperature. There should be a

SD time 𝜏
𝜙(3) for the ATSs just like there is a SD time 𝜏

𝜙(2) for the standard 2LSs’

ensemble. For the latter, STM theory has shown [51, 53] that the latter parameter is

independent of E and thus for the ATS we shall assume the very same and, moreover,

that (just as for the phonon damping rate and for Rabi frequency) its own dependence

on B is weak or absent. This allows us to lump the SD problem together with phonon

damping, yielding—in essence—an overall exponential relaxation rate:

w(E,D) = 𝜏
𝜙

−1 + 𝜏
−1(E,D) (13.33)

where the SD-time 𝜏
𝜙(3) is typically much shorter than the phonon-damping time 𝜏

and depends on temperature only, through:

𝜏
𝜙(3)

−1 = cATST (13.34)

where cATS is an appropriate constant. The assumption of an overall simple-

exponential decay of the echo amplitude with waiting time 𝜏12 and characteristic time

𝜏
𝜙(2) = 1∕c2LST seems to be well verified experimentally [54] for single-component

glasses (uncontaminated a-B2O3, a-SiO2 etc.). Clearly, a better theory for SD in

multi-component glasses is however in order.

We now make use of Eq. (13.31) to fit some of the available experimental data

for the multi-silicates, the idea being that the total amplitude is given by a sovrap-

position of 2LS and ATS contributions: A (𝜑) = A2LS + ΔA (𝜑) (which must still be
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Fig. 13.15 Magnetic field dependence of the polarization echo relative amplitude (relative to its

value at “high” fields, where saturation occurs) for the AlBaSiO glass [49] (also referred to as BAS

glass) at given experimental conditions. We believe that two separate samples have been used.

The continuous curves are from our theory. Nominal frequency 1 GHz, 𝜏2 = 2𝜏1 = 0.2µs. Inset:

behaviour of the ATS DOS for the same parameters (this is the physical origin of the effect)

averaged with respect to the ATS magnetic-orientation angle 𝛽). Figure 13.15 shows

the experimental results for the relative echo amplitude in AlBaSiO (or BAS glass)

as a function of B. Values of B up to 0.6 T have been explored, and for three dis-

tinct temperatures. The data are then fitted with our theory (full curves) with the

parameters reported in Table 13.7. The agreement between theory and experiment

is indeed highly satisfactory, given the discussed simplifications and assumptions

that have been used in the theory. Only one minimum in A(B) is found and the

inset in Fig. 13.15 shows that, again, it is the ATS magnetic DOS that is causing

the magnetic effect (Sect. 13.3). In fact, by enforcing the strict-resonance condi-

tion 𝜎(E) → 𝛿(E − ℏ𝜔) Eq. (13.31) would collapse to a quantity very much like the

DOS (convoluted with slow-varying, in E, corrections) and with the very same DOS

behaviour, reproducing in this way the qualitative shape of ΔA(B). It is however

the non-resonant convolution of this quasi-DOS with other (smooth) E-dependent

functions that produces the rounding of the minimum in ΔA(B) and the B−2
sat-

uration that is always observed. Interestingly enough, now 𝜏 (though 𝜏
𝜙
≪ 𝜏) the

phonon-damping term plays a main role in the rounding of the high-B tail of ΔA(B)
to the B−2

(as observed) saturation. The ATS approach is the only theory that pre-

dicts also a linear-in-B intermediate decay regime of the echo amplitude, and this

is often experimentally observed. Details of the ETM theory for the electric echo

are interesting and will be published elsewhere. Next, in Fig. 13.16 we produce the

comparison of theory and experiment for data for the echo amplitude in BK7 (this is
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Fig. 13.16 Magnetic-field dependence of the polarization echo amplitude for borosilicate BK7

glass [49] at given experimental conditions. Dashed curves (preliminary rough fit) and continuous

curves from our theory: there are no more than two observable maxima or minima (so, no true

oscillations). Nominal frequency 0.9 GHz, 𝜏2 = 2𝜏1 = 0.2µs. Inset: our prediction for the higher

magnetic field regime (B∗
as defined in Sect. 5, Ref. [41])

good optical glass, hence devoid of true microcrystals, but nevertheless containing

the (large) RERs) at two different values of the waiting time 𝜏12. It is truly remarkable

how our ETM theory, despite the many simplifications and assumptions and the total

absence of multi-level quantum physics (as advocated by the NEQM approach), can

reproduce all the features qualitatively characterizing the experimental data, includ-

ing every change in curvature of A(B) vs. B. A preliminary rough fit, reported, not

aiming at high 𝜒
2

agreement, reproduces also two maxima (and minima) that the

NEQM approach takes as indication of the multiple (rapid) oscillations ensuing from

the quantum beatings ascribed to the Zeeman- and NEQM-splitting of the generic

2LS [50] and NEQM-carrying tunneling particle. There are in fact never more than

two observed minima, in the experimental data, and these can be reproduced by the

present, simpler ATS-ETM approach. Finally, in the inset of Fig. 13.16 we show

what the experimentalists overlooked, by not exploring higher magnetic-field val-

ues. Using a simple-minded low-𝜑 correction for the lower energy gap at higher

fields, we plot the expected behaviour of A(B) for intermediate fields. After the two

observed minima, there is only an apparent saturation, yet new interesting features

ought to characterise A(B) at higher fields (B >600 mT). This, just as it happens for

the dielectric constant (Sect. 5). A full description of the high field effects, however,

requires a calculation involving all three ATS energy levels (this was never done).
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This concludes this very short survey of the main results obtained within the ETM

model for the low-temperature magnetic-field effects. The treatment shows that all

the magnetic effects (basically: an enhancement at low fields, followed by a decrease

in each probed quantity at the higher fields) appear to be the consequences of the very

same magnetic behaviour of the ATS DOS (described in Sect. 13.2). In Fig. 13.17

we have re-drawn the magnetic-field dependence of the relative dielectric constant’s

change and (different scale) of the inverted relative echo amplitude variation. The

variation of the heat capacity Cp has not been inserted for clarity, nevertheless it

follows exactly the very same trend as for −A(B)∕A(high) (see Fig. 13.9a, b). The

schematic change of the ATS DOS, gATS(B) is also shown (not to scale) and it appears

to determine the trend observed in all three experiments.

Table 13.7 Fitting parameters for the echo amplitude’s magnetic-field dependence. (*) For BK7

(best-fit parameters only), only cATS is involved

Glass type Dmin
(mK)

D0min
||| q

e
||| SΔ

(KÅ
2
)

D0max
||| q

e
||| SΔ

(KÅ
2
)

Γ−1(
µsK5)−1 cATS − c2LS

(µsK)−1
p1F0
D kV m−1

tan𝜔Δ𝜏

AlBaSiO

(sample 1)

17.74 0.95 × 103 2.13 × 104 9.22 × 106 5.008 0.461 0.247

AlBaSiO

(sample 2)

27.20 1.14 × 103 8.96 × 103 2.57 × 105 3.825 0.450 0.245

BK7 (1.5

µs)

16.76 0.92 × 103 1.34 × 104 8.91 × 106 1.03 (*) 0.60 0.207

BK7 (6 µs) 15.94 0.89 × 103 3.31 × 104 3.25 × 106 5.72 (*) 0.98 0.204

Fig. 13.17 Some data (for the same glass type, BAS) showing the magnetic-field variation of

(minus) the echo amplitude −A(B)∕A(high) (blue dots) and of the dielectric constant variation (dif-

ferent scale, red stars). The qualitative variation (which mimicks that of the heat capacity Cp, see

Fig. 13.9a, b) derives from that of the magnetic DOS, gATS(B), drawn not to scale. The black lines

are all theory predictions
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13.4 Consequences, Conclusions and Outlook

13.4.1 A New Scenario for the Glass Transition?

Having conceived a heterogeneously disordered, cellular make-up of the glassy state,

it seems natural to ask what the implications for the onset of the glassy state would

be. The crucial question is the definition of the glass transition, which can only be

kinetic in nature given the continuity that is being advocated between the dynamical

heterogeneities of the supercooled state and those of the glassy state. Namely, it is

envisaged that the better-ordered regions, or RERs or solid-like clusters in the super-

cooled state grow in size with decreasing temperature till a limit size 𝜉0 is reached.

Thereafter a mutually hindering state sets in for the maximally grown RERs and

they must grow through a completely different (and much slower) mechanism for

consolidation to take place at the expense of the material (if any) in the interstitial

spaces. Naively we can take the temperature where 𝜉0 is attained as the glass tran-

sition temperature Tg. At this temperature the substance is made up of close-packed

RERs of maximum size 𝜉0 which are better ordered, though not crystalline, and—

depending on composition—of fluid-like atomic species in the interstitial spaces (or

cages) between the RERs. The true crystals have not had the chance to grow, either

because kinetically disfavoured or because their size does not allow for true order

(thus RERs have formed instead). The time necessary for the coalescence and grow

of true crystals has not been made available in the quench.

We can describe the dependence of Tg, the temperature where the polycluster

forms, on the cooling rate 𝜅 by envisaging a characteristic microscopic time 𝜏0 for

the cells’ rearrangement and an entropy (per atomic species) for the many ways the

polycluster can be formed from the cooperative nucleation of such cells:

s(T) = kB ln
[

Tc − T
𝜅𝜏0

]
(13.35)

much in the same spirit as in Adam-Gibbs’ treatment for the onset of the glassy state

[18]. On dimensional grounds, and treating this entropy as a response susceptibility

for the glass transition, one then writes (if w0 is a characteristic energy, per atomic

species, for the polycluster formation):

s(Tg) = kB ln
[Tc − Tg

𝜅𝜏0

]
=

w0
Tg

(13.36)

If the written form of the above susceptibility is regarded as a Curie-like approxi-

mation in which the nucleating cells are not yet interacting, then the molecular-field

improved form of the Curie-Weiss type would lead us to write

kB ln
[Tc − Tg

𝜅𝜏0

]
=

w0
Tg − Θ

(13.37)
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where Θ is a characteristic temperature below Tg that takes nucleating cell-cell inter-

actions into account. A graphical study of the above Eq. (13.37) for Tg(𝜅) shows that

Tg increases logarithmically with 𝜅, as is known experimentally (see e.g. [55]) and

from computer simulations (see e.g. [56]). A full derivation from nucleation theory

of the above reasoning will be reported elsewhere.

13.4.2 Some Conclusions from the Magnetic Effects:
Estimate of Cell Size

Qualitatively at least, our cellular-structure based ETM explains all low-temperature

experimental observations so far [for a more complete discussion see [41]]. Looking

at the parameters which have been used for the best fits, one cannot fail to recog-

nize (see e.g. Table 13.7) that for the echo experiments the extracted values of the

cutoffs for the parameter combinations D0
q
e
S△ are approximately one order of mag-

nitude smaller than those used for the other experiments, namely for Cp and 𝜖. The

latter have been carried out inside higher temperature ranges, as it turns out. This

could be explained through a mechanism where the number of elementary atomic

tunneling systems N within each single ATS (hence inside each interstice, or cage,

between the RERs or mosaic cells or grains) gets to be characterised by a temperature

dependence N(T) = N0 exp{−E0∕(kBT)}. Namely: there is a consolidation mecha-

nism especially important at the lowest temperatures where ions from the interstices

get to be absorbed in the cells (see Fig. 13.3) and the resulting number of coher-

ently tunneling particles making up each ATS diminishes with diminishing temper-

ature. We have conducted an analysis of the paramagnetic magnetization of samples

of Duran, BAS and BK7 glass reported in the literature as a function of tempera-

ture using the idea of the cell model and ATS tunneling in the interstices with a

temperature-dependent N(T) [42]. We have obtained in this way good fits to the data

and an estimate of the Fe impurity concentrations that are in agreement with the

concentrations extracted from the low-temperature Cp data (Tables 13.1 and 13.3).

The number N of coherently tunneling ions making up each ATS then enters the

parameter combination D0
q
e
S△ as [N(T)]3 times a combination of factors specific

for a single atomic tunneling particle and the T—dependence of the extracted com-

bination of cutoff and other tunneling parameters receives its rationale. Though it

might seem surprising that the tunneling parameter D0 of a collection of N coher-

ently tunneling atomic particles gets to scale like N times a microscopic tunneling

parameter, we remark that this is similar to what happens in the theory and experi-

ments of a drop of coherent atoms in a Bose-Einstein condensate trapped and subject

to a double-welled tunneling potential [57, 58]

At this point one could ask if the low temperature experiments hold some informa-

tion on the cell size for the proposed polycluster structure of glass, given that we have

extracted values of the ATS concentration in the form of the quantity nATSP∗
(where

nATS is the ATS number (mass) density) (see Tables). It is reasonable to assume, in
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fact, that on average four ATSs sit in each interstice between four tetrahedrally close-

packed cells and this allows for a determination of the cell size 𝜉. If 𝜉 is the cell’s

radius, the volume of the interstitial space is 2
√
2𝜉3∕3 and therefore we have, on

average:

4
2
√
2

3
𝜉3

= xATS = nATS𝜌 =
nATSP∗

𝜌

P∗ (13.38)

where 𝜌 is the solid’s mass density. The parameter P∗
could be determined, in prin-

ciple, from the normalization condition for the ATS parameter distribution:

2𝜋P∗ ln
(

Dmax

Dmin

)
ln
(

D0max

D0min

)
= 1. (13.39)

However Dmax remains unknown from the fits to the data, so we can only make

the reasonable guess that the quantity ln
(

Dmax

Dmin

)
ln
(

D0max

D0min

)
is of order 1, to estimate

P∗ ≈ 1∕(2𝜋). We then get the estimating formula for the average cell radius

𝜉 ≈

[
3

𝜋

√
2(nATSP∗)𝜌

]1∕3

(13.40)

so that at this point we can use the values of nATSP∗
obtained in Sect. 13.3 to give

cell size estimates. We use, for the silicates: nATSP∗ ≈ 5 × 1016 g
−1

(BAS glass),

9 × 1016 g
−1

(Duran) and [as obtained in [42]] 1 × 1016 g
−1

(BK7 glass). Then, from

the literature [43] we get: 𝜌 ≃ 3.1 g cm
−3

(BAS glass), 2.3 g cm
−3

(Duran) and 2.5 g

cm
−3

(BK7 glass). Using the above estimating formula Eq. (13.40) we arrive at the

size of the cells in terms of their radius: 𝜉 ≈ 1.63 × 10−6 cm or 163 Å (BAS glass),

1.54 × 10−6 cm or 154 Å (Duran) and finally 3.00 × 10−6 cm or 300 Å (BK7 glass).

Thus, from the low temperature experiments we get to estimate that for these sili-

cates the cell size should be some 300–600 Å in diameter (2𝜉). Is this a reasonable

estimate?

While high-resolution electron microscopy (HREM) images for the mentioned

silicate glasses are not available in the literature, some HREM images of (inevitably)

very thin samples of related glasses can be found. These are presented below,

for the case of amorphous SiO2 (Fig. 13.18a), amorphous (B2O3)0.75−(PbO)0.25
(Fig. 13.18b) and amorphous LiO2 ⋅ SiO2 (equimolar mixture, Fig. 13.18c). The cel-

lular structure of these thin glass samples is clearly visible in these images, with the

estimates for the diameter size 2𝜉 ≈ 500Å, 600 Å and, respectively, 500 Å. While

the second glass is not a silicate, the size of the cells as seen in HREM imaging for

the two other silicates compares very favourably with the estimates for other sili-

cates obtained from the low temperature work. It is therefore tempting to conclude

that the estimate from the tunneling data at low temperatures lead to cellular sizes

that are compatible with HREM imaging. This is also consistent with estimates for

the number N of coherently tunneling atomic particles that make up each ATS. While
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Fig. 13.18 HREM images of the cellular structure of thin glass samples. a Amorphous SiO2 (espe-

cially panel d, from [59], see also [60]), b amorphous B2O3-PbO (from [60]), c amorphous Li2O–

SiO2 (from [61])

N depends on temperature as stated, estimates [45] range from 10 to 102 and while

the nature of the microscopic tunneling entities is still unknown and should depend

on composition (in the case of pure SiO2 this N should be close to 1) these values

are not incompatible with a cell size of some 500 Å in diameter. The question of

the nature of the atomic coherently tunneling particles making up each ATS in each

cellular interstice remains completely unanswered.

13.4.3 Conclusions

In conclusion, the cellular glass-structure backed ATS ETM for the magnetic effects

in multi-component glasses (the multi-silicates BAS (or AlBaSiO), Duran and BK7)

and contaminated mono-component vitreous glycerol has been fully justified in

terms of a (not entirely) new vision for the intermediate-range structure of real

glasses. In this scheme the particles are organized in regions of enhanced regular-

ity (RERs) and more mobile charged particles trapped in the interstices (or cages)

between the close-packed RERs. These are coherent (owing to proximity and strong

Coulomb forces) atomic tunnelers that can be modeled in terms of single quasi-

particles with highly renormalized tunneling parameters. This model explains a large

number of experimental data and facts with remarkable consistency also in terms of
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cross-checks like the determination of the concentration of trace paramagnetic impu-

rities [42].

The fact that pure amorphous silica (Spectrosil-I, for example [48]) shows no

detectable magnetic effects is a consequence of the relatively small size of the RERs

for pure a-SiO2, deprived of almost any nucleation centres for both mosaic cells

(RERs) and polycluster formation. These RERs will therefore trap a very small num-

ber N of dangling-bond ionic particles, or none at all given the covalent nature of

the Si-O bonds. Hence, no magnetic effects are observable in this purest, single-

component SiO2 glass.

We remark at this point that the ETM with two types of TSs is not the only theo-

retical explanation that has been put forth for the explanation of the magnetic effects

at low temperatures in the multi-silicate glasses. It is however the only theory that

successfully explains all of the experimental data so far, including those for the com-

positional effects, and that links the deviations from the STM to the real structure

of glasses at the intermediate atomic range. Two other approaches have been in fact

proposed to date, the one already mentioned based on the coupling of the 2LSs to

nuclei in the sample carrying NEQMs [50] and the one based on the coupling of the

2LSs to paramagnetic Fe
3+

impurities [62, 63]. These two other approaches have

shortcomings that will not be discussed here, since their model justification has no

bearing on the real atomic structure of glasses and on the glass-forming process from

glass-forming liquids (the Zachariasen-Warren picture being—in fact—always tac-

itly assumed). Polymeric glasses should also be well described by the present cellular

model (possibly also their surfaces [64]).

The present theory on the one hand bears heavily on the true structure of real

glasses and it implies that the amorphous state should no longer be regarded as a

dynamically arrested liquid, but rather as a new type of solid. It also shows on the

other hand that the magnetic (and compositional) effects are a mere manifestation of

the heterogeneous, cellular-type intermediate atomic structure of real glasses which

abandons the Zachariasen-Warren picture for good. A cellular-type structure that has

been advocated for by scientists, especially (but not only) in the ex-USSR, now for

almost a century. It is not impossible that with this vision in mind the TSs could

become in the near future the right probes with which to study the structure of real

glasses in the laboratory.
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Chapter 14
Relaxation and Vitrification Processes
of Disordered Iron Based Systems

Leonid A. Bulavin, Volodymyr Karbivskyy, Viktor Artemyuk
and Love Karbivska

Abstract The influence of processes occurring at various stages of crystallization
on morphological features and the electronic structure of the surface of iron-based
amorphous metallic alloys (AMA) was investigated with use of scanning tunneling
microscopy, atomic resolution, tunneling spectroscopy, XPS and EXAFS spec-
troscopy methods.The results of morphological changes on surface of iron-based
AMA during the structural relaxation under heat treatment of amorphous tapes in
the range from 250 to 700 °C are shown. The nonmonotonic dependence of sub-
roughness parameters of AMA surface in the annealing range from room temper-
ature to 700 °C is established. The formation of regular shape nanostructures in the
form of rods was observed at annealing temperature about 500 °C.For initial
amorphous iron-based samples the presence of significantly oxidized surface layer
down to a depth of 150 nm was shown. In the case of alloying of amorphous Fe-B
system by metalloid its segregation at the surface is observed. During structural
relaxation induced by heat treatment a higher redistribution of boron atoms in
comparison with Fe and Si atoms occurs. On the surface of investigated AMA
carbon is appeared mainly in the oxidized state while in the bulk it forms com-
pounds with silicon.The low conductivity regions typical for the Fe-Si and Fe-B
nanophase formation were detected by tunneling spectroscopy method. The sub-
stantial inhomogeneity of electron density of states at the intercluster boundaries is
observed indicating on their complex organization. The Fermi level of investigated
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alloys is situated at local minimum of electron density of states and thus meets the
criterion of Nagel-Tauk for amorphous state formation.Under complete crystal-
lization conditions at 700 °C terraced structures were observed which formed a
practically smooth planes of size more than 200 nm. According to EXAFS-studies
the increase of Co atoms concentration in the AMA Fe-Co-B system leads to
reduction of the radius of the first coordination sphere of a boron atom and
reduction of the unit cell volume in the crystalline alloy (Co Fe)3B indicating
bounds strengthening of the transition metal—boron bond. The results of the
EXAFS-spectroscopy studies of amorphous systems Fe-Co-B and Fe-Cr-B are well
interpreted in terms of the cluster model of microinhomogeneous AMA structure.

14.1 Introduction

Investigation of amorphous metallic alloys (AMA) remains to be the crucial
direction in experimental physics. Crystal transition into amorphous state is
accompanied by changes in the variety physical-chemical properties of materials,
particularly, by huge change in density, viscosity, coefficient of thermal expansion,
thermal capacity, elastic constants. Such changes are very close to second order
phase transition. In the vitrification temperature interval reformation of liquid’s
short-range order (SRO) is retarded, and at the temperature below vitrification such
a reformation stops completely. Particles remain only ability to rotational and
oscillatory movements. The translational mobility, which is characteristic of liquid
state, is lost. The difference in properties of amorphous and liquid states is deter-
mined by the character of thermal motion of particles. Thermodynamic parameters
of vitreous amorphous state are specified by not only temperature and pressure, but
also are dependent on the history of the sample, particularly, on the speed of
cooling. AMA are better than traditional materials by their electric, magnetic and
mechanical characteristics, corrosive and radiational stabilities. As soft ferrites,
AMA are often used as transformer cores in communications systems in building
different kinds of electromagnetic components in electronics. Thus, AMA have the
variety of unique physicochemical properties.

Recently, in the fabrication of modern commercial high density hard drives with
the “system of perpendicular magnetic records” was used. To achieve a high signal
to a noise ratio in those drives application of the soft ferrites substrates with a low
value of coercive force has become quite popular [1–5]. Using thin magnetic
amorphous alloys as a substrate guarantees not only good soft magnetic properties,
but also provides less impulse noise due to the absence of domain walls. Therefore,
study of films surfaces of amorphous alloys attracts significant interest due to the
fact that surface has the highest influence the quality of magnetic disk.
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Today, amorphous soft ferrites are commonly based on Fe-B-Si system with the
addition of various dopants to achieve the desired properties. For example, in
metallic glasses (Co,Fe)71(Si,B)29 losses of the frequency of 1 MHz at 0.1 T is
1.8 W/cm3, that is substantially less than for the Mn-Zn ferrites. Explanation of a
variety of physical properties can be based on knowledge of electronic structure,
which can be more directly investigated by X-ray photoelectron, emission and
tunneling spectroscopies. For understanding of the electronic structure features of
amorphous alloys and in particular, the interpretation of X-ray photoelectron and
X-ray emission spectra the knowledge of the atomic structure of these substances is
very important. Any modification in the amorphous structure leads to fluctuations
of quantities of the exchange interaction, consequently, to changes of magnetic
properties. Decisive influence on the magnetic properties of such materials has the
size of nanocrystals which forms the structure. Such a behavior of the materials can
be explained in terms of the Herzer model [6], according to which a decrease of
nanocrystals sizes to values smaller than the length of the magnetic exchange
correlation leads to a spatial averaging of magnetic anisotropy, and, as a conse-
quence, to a substantial reduction of coercive force.

Required structure of amorphous material usually is achieved by the annealing
process. Thus, an amorphous alloy annealed at the 550 °C during one hour leads to
formation of nanocrystals with size about 15 nm [7, 8]. Since amorphous ferro-
magnetic films produced by rapid cooling were thermodynamically unstable and the
heating of these films is accompanied by a structural relaxation and the formation of
a more stable structure. Thus, annealing of amorphous films at temperatures below
the crystallization temperature is accompanied by a significant improvement of their
properties. Structural relaxation in this case is effected by compositional and
topological short-range ordering [9–14].

Due to the fact that structural relaxation has an impact on various physical,
chemical and mechanical properties, the study of relaxation phenomena causes
some interest not only because of amorphous films applications, but also provides
better understanding of the nature of the amorphous structure.

In view of the above mentioned difficulties, today there is no unambiguous
approach in predicting of physical properties of amorphous metal alloys design by
synthesis or further heat treatment. Therefore, the study of physical and chemical
properties of the available AMA is a necessary task for the accumulation of the
experimental basis for the purpose of development of the theory of disordered state
of complex metallic systems and important for targeted prediction of amorphous
materials properties.

In this paper, the morphological features and electronic structure of the amor-
phous metal alloy Fe82Si4B14 after heat treatment over a wide temperature range
(from room temperature to 700 °C), as well as subroughness (hereinafter rough-
ness) were studied by the methods of high vacuum tunneling microscopy with
atomic resolution, tunneling and XPS spectroscopies. SRO of the amorphous metal
iron-based alloys was investigated by the method of EXAFS—spectroscopy.
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14.2 The Methods Used to Study of Local Atomic
and Electronic Structure of Disordered Metallic
Systems

One of the major problems which are resolved by physical methods is determi-
nation of material atomic and electronic structure. The accumulation of the variety
of data allows identifying patterns and establishing correlations between different
properties. Data acquired from each method is unique, but despite the perfection
achieved by a variety of methods, processes of development, broadening and
expanding of applications for almost all methods still continue. One of the most
important problems remains the optimal choice of method or group of methods
taking into account their potentials. Regardless of practical accessibility of certain
method, the crucial capabilities of methods have a great value and their develop-
ment should promote better understanding and effective problems solving.

Adaptation of comprehensive approach to the study of AMA generates multi-
view presentation of the studied system. Comprehensive approach to investigations
may result in compound compositions with attractive properties; however, the aim
of preparative research and the basis for synthesis of compounds with targeted
composition, three-dimensional structure, and ultimate properties can become
exclusively the comprehension and mastering of initiated transformations mecha-
nism. Direct new materials synthesis is possible under condition that deep and
detailed study of compounds is available for researchers as well as empirically
predicted and synthesized at the time of the research.

The various properties of AMA, as it is known, are largely determined by their
electronic structure. As a result, determination of the formation regularities of
electronic structure for existing compounds is an important step in methods
development for obtaining of new analogous materials with desired characteristics.

In the view of the importance of the indicated problem at present it is difficult to
point out the methods unused in study of disordered compounds and among them
spectral methods are the ones of the most efficient in the study of the compounds
electronic properties.

By now, the theory of electronic structure of disordered compounds is still far
from complete, despite the fairly great number of works devoted to the study of a
number of specific substances of the aforesaid type. This circumstance is caused,
primarily, by absence of conclusive systematic data of the nature of interatomic
interactions, charge and spin states of atoms, valence electrons energy distribution
for the different symmetries and especially inapplicability of such universal
approach as the Bloch theorem.

As literature data analysis shows, regardless of high scientific and practical
attention to AMA, there are plenty of remaining challenges. The solution of the
mentioned problems is temporary and possible exclusively by taking advantages of
complex techniques.

Production of iron-based AMA. The amorphous Fe82Si4B14 metal alloy in the
form of a tape with width of 12.8 mm and a thickness of 28–30 μ in a rarefied
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atmosphere of carbon dioxide at the rate of rotation of the copper disk with diameter
of 180 mm and 1750 rpm were obtained by fast cooling. Overpressure of the melt
ejection was 0.2 atm CO2. The nozzle was located above the disk surface at the
distance of 0.2 mm. Liquidus temperature of the alloy was 1160 °C. Sample
melting mode starts with heating to 1470 °C, then 1 min holding at this tempera-
ture, then cooling ejection at 1350 °C. The tape was mechanically removed from
the disk by the sliding knife-stripper through 3/4 turn. Estimated cooling rate of
melt was about 10−6 К/s.

Study of surface morphological features and subroughness. Investigation of
subroughness can provide a new understanding for the theory of friction, lubrication
and wear. Determination of subroughness describes a very smooth surface, the
roughness of which is at nanometer scale. Amorphous metal alloy Fe82Si4B14

morphological properties were investigated with use of high resolution ultra high
vacuum scanning tunneling microscope (JEOL JSPM-4610).

Thermal impact on the specimen was performed by indirect heating of ceramic
base heater. The heating current of ceramic holder was varied from 0.2 to 0.7 A.
The temperature of the sample was determined from the curve load of the holder
and also by pyrometric measurements. The accuracy of sample surface temperature
measurements was at least 3 K. The sample heating rate was 2 K/min. Images were
acquired after annealing for 15 min at the specified temperature. Tunneling images
of AMA surfaces were taken at a bias voltage of up to ± 3.0 V and tunneling
current of about ∼2 пA. Residual pressure was less than 10−7 Pa.

Subroughness were determinated from STM images. For quantitative evaluation
of surface subroughness the next parameters were used:

Ra—the arithmetic mean deviation of the absolute values of profile within a base
length l:

Rα =
1
l
∫
l

0
y xð Þj jdx,

where y—profile deviation.
Rq—the mean-square deviation values of profile within a base length l:

Rα =

ffiffiffiffiffiffiffiffiffiffiffiffi
1
l
∫
l

0
y2

s

xð Þdx,

Rzjis—the sum of average absolute values of five biggest profile protrusions and
five biggest profile depressions within a base length:

Rzjis =
∑5

l=1 ypi
�� ��+ ∑5

l=1 yνij j
5

,

where ypi—height of i-th protrusion profile, yvi—depth of i-th depressions profile.
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Rz—maximum difference between protrusions and depressions for tens points
[15]:

Rz = Zmax − Zmin,

where Zmax and Zmin represent the values of protrusions and depressions,
respectively.

In addition, the area ratios defined as a ratio between the total surface area of the
analyzed region to the area of analyzed region in the case of a perfectly flat surface
were calculated.

Sratio =
S
S0

.

S0—area of analyzed region in the case of a perfectly flat surface.
S—the total surface area of the analyzed region.
Research of the electronic structure. X-ray photoelectron spectra of amorphous

alloy samples were obtained on JEOL photoelectron spectrometer “XPS-9200”
using non-monochromatic Mg Kα (1253.6 eV) X-ray source. Residual pressure
was less than 10−7 Pa. Accuracy of definition of peak was 0.1 eV. The calibration
of spectra was performed taking into account the Au 4f line energy (E = 83.8 eV).
Ion etching was performed in argon atmosphere under mode of 3 kV and 30 mA.
The duration of each etching step was 15 min.

For every studied line the number of scans was at least 200. Analysis of surface
element composition was carried out by taking into account the receiving spectra at
the same modes and scattering cross sections.

Tunneling spectroscopy. The tunneling spectra of AMA clustered nanostructures
were obtained by standard methods. Equation for the tunneling current in the
approximation of quasi-continuous spectrum of electrons at some point r0 on the
sample surface, considering density of electronic states of the tip can be represented
as follows:

I r0, Uð Þ≈ ∫
eU

0
ρT Eð Þρs r0, Eð ÞD r0, Eð ÞdE,

where Dðr0,EÞ—barrier transparency, ρTðEÞ—tip’s electron density of states,
ρSðr0,EÞ—sample electron density of states at the point r0.

Thus, the tunnel current can be considered as a convolution of the tip and the
sample density of states. Assuming the sample density of states as dominate in the
spectrum, a rectangular barrier at low temperatures and that the density of states are
permanently at the Fermi level in the metal tip, the current expression becomes:

I r0,Uð Þ≈ ∫
eU

0
ρs r0,Eð ÞdE,
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In this case, dependence of the tunnel current on voltage is determined by the
energy density spectrum of the sample. In practice ρSðr0,EÞ values are estimated
from the derivative value of the tunneling current on voltage:

ρs eUð Þ≈ ∂I
∂U

.

Therefore, the tunnel current-voltage characteristics of electronic states reflect
the number and distribution energy spectrum of the sample.

The density of electronic states was obtained by recording the tunnel current I(U)
during changing the voltage between ±3 V and with a fixed position of the tip. If a
positive bias voltage is applied to the sample electrons will tunnel into unoccupied
state of the sample, while when a negative voltage shift is applied electrons will
tunnel from engaged states of the sample. dI/dU spectrum was obtained by
numerical differentiation of the curves I(U).

EXAFS—spectroscopy (Extended X-ray Absorption Fine Structure). The phe-
nomenon of X-Ray absorption fine structure has been well known since 30th years
of the last century. However, the theory has been developed to the beginning of
60th years. The new experimental facilities had been appeared at the beginning of
80th years due to the widely use of synchrotron radiation, which made EXAFS—
spectroscopy one of the most rapidly developing methods in a local atomic structure
study. The EXAFS begins from energies of 30 ÷ 40 eV to 400 ÷ 1000 eV, since
electrons with energy of 10 ÷ 40 eV do not possess enough kinetic energy. The
theories for description the distant fine structure edge can be divided into
“long-range order” (LRO)—and “short-range order”—theories. The first one was
developed by Kronig in the framework of LRO-theory. According to this theory
minimums in absorption cross section are caused by electrons under Bragg
reflection, i.e. when electron wave vector is at the edge of Brillouin zone. Therefore,
this theory of EXAFS modeling is based on the dependency of Bloch waves density
of states which are above Fermi level and requires periodical ordering. However, it
did not describe EXAFS in unordered materials. The dominant effect of transition
matrix element has been neglected in the theory. The modern EXAFS is based on
“short-range order”—theory described in [16].

For complete description of χ(k) K—edge absorption by 3d-metals we used
expression [17]:

χi kð Þ= ∑
j

Nj

kR2
j
fj k, πð Þ�� ��sin 2kRj +φj kð Þ� �

e− 2σ2j k
2
e−

2Rj
γ kð Þ,

where k is the module of photoelectron wave vector,

k ⃗
���
���= k=

ffiffiffiffiffiffiffiffiffi
2mT

p

ℏ
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m hν−Eið Þp

ℏ
.
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Rj—distance to j-th atom; fj(k,π)—amplitude of backward scattering by j-th atom
of electron with k wave vector.

Within sinus expression is a phase shift. The difference 2kRj is composed by
phase shift of in-going and reflected waves on its way to j-th atom and back, phase
shift of electron with l = 1 during its propagation in own atomic potential 2δ1(k)
and back-scattering phase shift at j-th atom φj(k). Consequently, the resulting phase
difference is defined by expression 2kRj + 2δ1(k) + φj(k). Phase shift φj(k) is equal
to sum of 2δ1(k) and φj(k).

Essentially, since k is relatively high at high values of Rj, in the sum the com-
ponents characterized as fast oscillations arise. Such oscillations cannot be observed
in real experiment because they are smoothed. Thus, in the sum over j the closest
atomic neighborhood only is taking into account.

Since for EXAFS region (E > 50 eV) for elastic backscattering needs a strong
potential the dissipation occurs mainly in the ionic cores of the atoms, while the
valence electrons affected by chemical surrounding, do not participate in this
process. Hence, f(k,π) and φj(k) does not depend on the nature of the chemical bond
and can be easily calculated [18]. For the experimental results processing the
Fourier transform technique with the theoretical values of the phase shift and the
amplitude of the scattering functions (Fourier transform with a phase) was used. As
theoretically calculated amplitude and phase functions the McKale functions were
taken [18]. The multiplier exp(−2σj2k2) is introduced to take into account thermal
fluctuations.

The multiplier exp(−2Rj/γ(k)) describes the process of photoelectron inelastic
scattering with surroundings of the absorbing atom while passing distance 2Rj.
Where γ(k)—the photoelectron mean free path depending on its wave vector
module.

Extraction of normalized EXAFS—spectrum χ(k) from experimental absorption
spectrum was carried out by standard methods using the following equation:

χ kð Þ= μ kð Þ− μ0 kð Þð Þ ̸ μ0 kð Þ− μ1 kð Þð Þ,

where k—photoelectron wave vector module;

μ(k) experimental absorption coefficient of the sample;
μ1(k) absorption coefficient which arises due to all other processes except

investigated photoionization of the atom electron coating (ionization of more
high electronic levels, ionization of other chemical elements, scattering);

μ0(k) absorption coefficient which could be observed in the absence of neighbor
atoms around the absorbing atom.

To determine μ1(hν) the extrapolation of μ(hν) at hν < E0 on region hν > E0

was used. For this purpose μ1(hν) was found in the form of Victorin polynomials C
(hν)−3+D(hν)−4. A similar procedure was applied for μ0(hν).

Additional complicating factor is the fact, that the E0 is not an ionization
potential in the ordinary way; it corresponds to the energy relatively to the inner
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level, obtained by electron and allows to reach the neighboring atom with zero
kinetic energy. Obviously, this energy cannot be the same as the energy required to
remove the electron to infinity, which corresponds to the usual definition of ion-
ization potential. Moreover, this energy can differ for different coordination spheres,
as it depends on shape of the interatomic potential in direction to the scattering
atom.

Therefore, E0 may not coincide with the inflection point of the absorption edge
and can be either larger or smaller. During the simulation E0 is taken as a free
parameter. However, it can differ for ±30 eV.

Rewriting χ(k) with consideration of the radial distribution function (RDF) of
atoms, then for n—components system the normalized oscillating part of K—
absorption of the X-ray spectrum of the i-th atom specie χ(k) is represented as
EXAFS integral equation:

χi kð Þ=4πρ0 ∑
n

j=1
cj
fj kð Þ
k

∫
∞

0
gij Rð Þ sin 2kR+φij kð Þ� �

e− 2σ2j k
2
e−

2R
γ kð ÞdR,

where ρ—average atomic density; cj—concentration of the element.
The radial distribution of the atoms around absorbing atom in this case is

determined from the function g(R), obtained by Fourier transform of χ(k):

g Rð Þ= ∫
kmax

kmin

χ kð Þkne− 2ikRdk,

The values of kmax and kmin in this formula define an interval in which analysis of
experimental data carried out, besides kmax is determined by the upper limit of the
experimental data, and kmin is chosen in the way to achieve a minimal contribution
to χ(k) from the near fine structure of absorption spectrum. Usually, one chooses
kmin = 2.0 ÷ 4.0 Å− and kmax = 10.0 ÷ 16.0 Å−. A multiplier kn was introduced to
compensate the reduction of χ with increasing of k (typically n = 1 − 3). It is
important to note that the presence of this multiplier does not affect on obtained
structural parameters.

g Rð Þ= ∫
∞

−∞
χ kð ÞknP kð Þe− 2ikRdk.

An influence of limitation of processing intervals can be described in terms of
the window function P(k). With aim to reduce the contribution of false peaks, the
window in the form of a Gaussian function was been used [17]. In this case window
does not distort the obtained results, at least in the range of 0–5 Å.

Today, there are a lot of EXAFS techniques with use of synchrotron radiation
(SR), in particular: the transmission technique, fluorescence spectroscopy EXAFS
technique (FEXAFS), surface EXAFS—spectroscopy technique (SEXAFS), optical
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luminescence EXAFS—spectroscopy (XEOL), and total external reflection
EXAFS—spectroscopy. In this paper, the EXAFS—experiment was carried out
according to the transmission method with use of synchrotron radiation [17].

14.3 Electronic Structure of Iron-Based Amorphous
Metallic Alloys

14.3.1 Electronic Structure of Amorphous Metallic Alloy
Fe77Si8B15

X-ray photoelectron investigations of samples without preliminary ion sputtering of
surface showed the presence of significant amount of oxygen, carbon and iron.
Spectra of boron have extremely low intensities after longtime (500 scans) accu-
mulation; this demonstrate the presence of significantly low concentrations of boron
and its compounds at surfaces (up to ∼40 Å) of AMA under application conditions.
Due to significant silicon peak intensities at X-ray photoelectron spectra it is
obvious that surface segregation of silicon in investigated alloy is quite substantial
(Fig. 14.1).

As it is shown in the above picture the main peak of carbon’s C 1s is near
284 eV, which is specific for C-C bonds, however, the widening of C 1s line is
observed within the region of lower energy. The high energy peak at about 287 eV
means the presence of complex carbon compounds with double bonds C = O, this
happens probably due to high temperature heating of melt during alloys synthesis
because after ion beam sputtering this peak disappeared. Decomposition of C 1s
spectra on components shows (Fig. 14.2) that concentration of compounds of bonds
C = O, C-O and C-C relates as about 1.0:1.4:8.5 respectively. Therefore, it can be
concluded that carbon on a surface of investigated AMA resides in the low oxidized
state.

The oxygen peak is characterized by substantial broadening indicating the
presence of considerable amount of oxygen atoms in different states. The study of
several samples of same film revealed nonstoichiometric distribution of elements
over the film, which is probably related to different oxidation state over its length
and also the condition of the melt during film synthesis. In terms of chemical
self-similarities of alloy its invariance is achieved by number of cases averaging
under which the real picture of experiment is observed.

The X-ray spectra after first ion sputtering (5 min at 3 kV, 30 mA) showed that
the oxidized layer had the depth higher than the one that was removed by ion
sputtering. The substantial intensity of oxygen line still was observed (Fig. 14.3).
As for initial surface, the absence of boron was observed. The further surface
sputtering revealed considerably decreased amounts of oxygen and carbon.

Notably, after considerably long sputtering duration (over 30 min, and the same
conditions) the peaks of low intensities of oxygen and carbon still appeared, which
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Fig. 14.1 X-ray photoelectron spectra of AMA Fe77Si8B15 (1-3 different partitions of amorphous
film)
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is an evidence that under those technological conditions of amorphous films pro-
duction the unoxidized states of elements can be hardly achieved.

The intensities of X-ray spectral lines obtained under the same acquire condi-
tions after two steps of ion sputtering (Fig. 14.3) are quite different showing the
increase of iron concentration and the decrease of carbon and oxygen concentra-
tions. However, the intensities of Si 2p lines retained about the same what is related
to preservation of silicon concentration over the film’s depth. Formation of mor-
phological peculiarities of amorphous film surface during rapid quenching is
accompanied by formation of various phases [19, 20]. As a result, the formation of
solid solution α-Fe(Si) and Fe2B compound takes place. The formation of α-Fe(Si)
phase at the amorphous film surface is probably connected with the atomic diffusion
at short distances and particular nanoclusters merging. Due to the fact that inter-
atomic distance for Fe-Si is bigger than for Fe-B and it is quite close to Fe-Fe
distance, diffusion leads to Si atoms take positions of Fe atoms during crystalline
structure formation [21]. Apparently this is one of the possible mechanisms of
silicon surface segregation. Therefore, during the process of structural relaxation the
redistribution of boron atoms is more intense than the one of Fe and Si.

Such redistribution caused the boron atoms, which were located in energetically
unfavorable locations to be moving towards more favorable positions. All this
points out to the fact that structure formation which lead to ordering at average
distances is one of the ways of local stabilization during rapid quenching [22].
Microstructure of such surface shows close packing arrangement of nanocrystal
grains of α-Fe(Si) which are located in amorphous matrix of iron boride.

The presence of characteristic peak at C 1s spectrum in the region about
281.9 eV indicates the presence of Si-C phase. Decomposition of C 1s spectrum
onto components showed (Fig. 14.2) that the ratio of silicon carbide amount to
other carbon compounds is about 1.4:1.0.

In some cases the tendency to amorphisation is connected to particular electronic
concentration in an alloy (Nagel-Tauc theory [23]). The distribution of electronic
densities of states near Fermi level was studied by tunnel spectroscopy (Fig. 14.4).
In the occupied region three peaks were observed, which characterized d-states of

Fig. 14.2 Decomposition of C 1s X-ray photoelectron spectra of AMA Fe77Si8B15 (left—before
ion beam sputtering; right—after the last ion beam sputtering)
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iron. Those peaks probably correspond to three different iron compounds. The main
peak at ∼2.5 eV is associated with α-Fe, peaks to the left and to the right from it
characterize the compounds of iron with silicon and boron. As can be seen in
mentioned above figure the Fermi level corresponds to the minimum of electronic
states. In the region of free states the fine band structure is also observed, those can
be attributed to formation of various iron complexes.

Fig. 14.3 X-ray photoelectron spectra of AMA Fe77Si8B15 after ion beam sputtering. 1—first
sputtering—5 min; 2—second sputtering—15 min; the intensities are pointed at left spectra

14 Relaxation and Vitrification Processes … 343



It is recognized that the amorphisation is promoted by difference in elec-
tronegativity of components. However, the modern theories (e.g. Nagel-Tauc the-
ory [23]) do not provide complete explanation for the number of experimental data.
Large amount of system elements can be obtained in amorphous state. A lot of
attempts were made by scientists to define the factors causing amorphisation and
their results were generalized in works [24–30]. However, so far this issue is still
opened. Among the discussed factors, besides electronic factor, the following ones
should be mentioned. In the first place there is the size factor, in this framework the
ability to amorphisation is suggested to have alloys which components differ in
atomic radii on some critical value (about 15%). Although in several amorphised
alloys, e.g. Pd-Si, the atomic radii ratio is close to 1. The second factor can be
described by peculiarities of components state diagram. Alloys with decreased melt
temperature (T0) and with fairly small interval T0 − Tg (Tg—glass transition tem-
perature) are inclined to amorphisation at higher extent. For example, eutectic
alloys of compositions in the region of “deep” eutectic with big decrease of liquidus
temperature in this concentration interval have high ability to amorphisation.

In addition, the crystallographic factor should be mentioned as well. It defines
connection between ability to amorphisation and types of phases developed in
alloy. It is suggested that the possibility to form amorphous phase depends on the
character of topological and chemical SRO in melt providing the ability to amor-
phisation. A lot of alloys amorphise into constituent regions corresponding to Laves
phases, σ-phases and related to them and also Hume-Rothery β—and γ-phases. The
structure of all these phases can be represented as a package of “nonreguar”

Fig. 14.4 Electronic densities of occupied and free states near Fermi level region (±3 eV) AMA
of Fe77Si8B15
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tetrahedra. It has been known that according to Bernal model the tetrahedral atomic
coordination is dominant in structure of amorphous compound.

For the moment the most rational approach to the issue of alloys ability to
amorphisation should be the one which takes into account such important charac-
teristic as component mixing energy. As it was mentioned before, the formation of
intermediate phase is typical for amorphisating alloys. Even in systems with
eutectic (Au–Si, Au-Ge), where under normal crystallization conditions the inter-
mediate phases do not appear, after quenching the formation of Hume-Rothery β-
and γ-phases is observed, e.g. Au4Si phases (with the γ-brass structure). The for-
mation of intermediate phases means the negative sign of components mixing
energy. On the basis of the foregoing it can be concluded that investigated alloy
obeys the most of mentioned factors.

14.3.2 XPS Investigations of Fe82Si4B14 Alloys

X-ray photoelectron investigation of AMA Fe82Si4B14 before ion sputtering
showed the presence of significant amount of oxygen, carbon and iron in different
states of oxidation on the surface. Small amount of boron and nitrogen with
energies of B 1s about 191.3 eV and N 1s − 399.4 eV was observed, what is,
according to [31], the evidence of presence of surface complexes with B-N bonds
(Figs. 14.5 and 14.6).

The analysis of silicon peaks intensities in X-ray photoelectron spectra revealed
that surface segregation of silicon in investigated alloy is not so strong as for alloy
Fe77Si8B15 (Fig. 14.5). C 1s electron spectrum before sputtering has two clear
peaks (Fig. 14.7) with energies of 284.4 eV and 288.3 eV, which can be attributed

Fig. 14.5 XPS spectrum of
AMA Fe82Si4B14, N 1s line
(initial sample state)
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to C-C and O-C = O bonds respectively. Decomposition of this spectrum onto
components showed the presence of peaks with energies about 285.7 and 287.4 eV,
which correspond to single bond and double bond of oxygen and carbon, C-O and
C = O respectively.

On the sample surface before sputtering the presence of iron oxides (Fig. 14.6)
and absence of C-Si bonds were observed (Fig. 14.7). Silicon in amorphous alloy

Fig. 14.6 X-ray photoelectron spectra of AMA Fe82Si4B14: 1—initial sample, 2—after first
15 min ion beam sputtering step; 3—after second 15 min ion beam sputtering step; intensities are
specified in the brackets
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with high iron concentration is known to easily oxidize on the surface, which can
lead to the concentration decrease of dissolved silicon in the amorphous alloy and,
consequently, to changing of alloy properties [32, 33]. Therefore, in this work ion
beam sputtering was used with the aim of layer-by-layer analysis of sample surface
compound. On the sample surface before sputtering silicon mainly forms Si-N
bonds (Fig. 14.6).

The first step of ion beam sputtering (15 min, 3 kV, 30 mA) showed that oxi-
dized layer had considerable depth and cannot be removed during short cycle of ion
beam sputtering. Considerable intensity of O 1s peak still was observed (Fig. 14.6),
nevertheless, the intensity of this peak decreased six times. Under the same acquire
conditions the intensity of Fe 2p line increased eight times.

Considerably less amounts of oxygen and carbon were found after the second
ion beam sputtering step (Figs. 14.6 and 14.7). The main maximum of C 1s peak

Fig. 14.7 Decomposed X-ray photoelectron spectra of AMA Fe82Si4B14: a—С 1s of original
sample, b—С 1s after first 15 min ion beam sputtering, c—С 1s after second 15 min ion beam
sputtering, d—Fe 2p3/2 after the second 15 min ion sputtering
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(Fig. 14.7) has typical energy position for Si-C bonds of about 282.7 eV. Silicon
carbide possibly is formed by high-temperature heating of components during alloy
preparation. The considerable asymmetry of the line with broadening to the high
energy direction was observed. The second peculiarity of spectrum at about
284.0 eV indicates the presence of carbon-carbon double bonds. The peak near
285.8 eV points out to the presence of complex carbon-oxygen compounds with
C-O bonds; that peak had low intensity after ion beam sputtering, which might be
related to high temperature heating of melt during AMA producing. Negligible
intensity of component near 288.5 eV indicates the slight amount of compounds
with C = O and O-C = O bonds.

Decomposition of C 1s spectrum onto components showed that intensity ratios of
lines which characterize different bonds significantly change before and after etching
(Table 14.1). The main peak of C 1s spectrum of initial sample corresponds to
C = C bonds in contrast to the spectrum after etching, where the main peak cor-
responds to Si-C bond. Consequently, carbon on the surface of investigated amor-
phous metallic alloy is mainly in oxidized state, however, in volume it forms the
bonds with silicon, probably, as silicon carbide. Generally, the intensity of carbon 1s
lines was reduced six times with respect to intensity of before sputtering spectrum.

Table 14.1 Electron binding energies of Fe82Si4B14 core levels and width (HWHM) (in
brackets), eV

Fe82Si4B14 Fe 2p3/2 O 1s Si 2p B 1s C 1s N 1s

Initial
sample state

710.3 (3.2) 529.7 (1.6)
531.6 (1.8)

98.5 (2.8)
101.6 (1.8)

191.3 (2.0)
187.2 (1.6)

284.4 (1.4)
285.7 (1.4)
287.4 (1.4)
288.3 (1.4)

399.4
(1.2)

After first
ion beam
sputtering

706.6 (1.3)
707.7 (1.3)
709.0 (1.8)
711.0 (1.8)

530.6 (2.0) 98.6 (1.3)
101.6 (2.0)

187.2 (1.0) 282.8 (1.2)
284.1 (1.4)
285.6 (1.4)
288.0 (1.4)

After second
ion beam
sputtering

706.6 (1.3)
707.7 (1.3)
709.0 (1.8)
711.1 (1.8)

530.4 (2.0) 98.5 (1.4)
101.4 (2.8)

187.2 (1.0) 282.7 (1.2)
284.0 (1.4)
285.8 (1.4)
288.5 (1.4)

Fe [34] 706.9
FeB [34] 707.4 187.9
FeB2 [34] 707.3
FeO [34] 709.6 529.8
Fe3O4 [34] 710.8
Fe2O3 [34] 710.9 530.1
Si [34] 99.4
SiC alpha
[34]

100.4 282.5

SiO2 [34] 103.5
B [34] 186.5
B2O3 [34] 533.2 193.6
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The analysis of X-ray photoelectron spectra of AMA Fe82Si4B14 showed the
presence of silicon oxides on the surface with demonstration of considerable
decrease of respective spectra intensities after first ion beam sputtering. At the same
time, the intensities of peaks related to unoxidized state of silicon increase
(Fig. 14.6). This fact is in good agreement with results of work [34] (where on the
surface of Fe83Si2B15 X-ray photoelectron spectroscopy lines of Si 2p show the
presence of oxides in the region lower than 100 Å, and the presence of unoxidized
state was observed below depth of 60 Å). The line Si 2p of the sample in the initial
state and after sputtering has almost the same energy of about of 98.5 eV, however,
line width was significantly larger before sputtering (2.8 eV), which demonstrates
the large amount of nonequivalent positions of silicon atoms.

Intensities of X-ray spectra lines of elements acquired under the same conditions
after two ion argon sputtering steps are considerably different, demonstrating the
increase of iron concentration and decrease of concentrations of carbon and oxygen.
However, for intensities of Si 2p lines the intensity did not changed both for the first
and the second sputtering steps indicating considerable surface segregation of sil-
icon with retaining its concentration over the film depth. One of the possible
segregation mechanisms in Fe-Si-B alloys is described above for the case of AMA
Fe77Si8B15. The process of fast quenching is accompanied by formation of different
phases such as α-Fe(Si) solid solution, Fe2B compound and growth of amorphous
surface layer of α-Fe due to atomic diffusion process. Notably, the Fe-Si distance is
larger than the one for Fe-B and close to Fe-Fe. Therefore, diffusion results in atoms
substitution of silicon for iron during crystallization.

The oxygen line of initial sample is characterized by two peaks indicating the
presence of considerable amount of oxygen in different states. The intensities of
X-ray photoelectron lines of oxygen decreased substantially after two subsequent
ion beam sputtering (Fig. 14.6 and Table 14.1).

The remarkable thing is that after considerably long-term sputtering (over
30 min) the carbon and oxygen lines with low intensities were still observed,
demonstrating that it is hardly to achieve unoxidizability of elements under spec-
ified technological conditions of amorphous tapes production.

As it can be seen in Fig. 14.6, on B 1s X-ray photoelectron spectra there is the
peak referred to boron nitride, which shows intensity decrease after ion beam
sputtering. The presence of boron nitride on the surface is possibly caused by
production technology. Boron X-ray photoelectron spectra obtained after ion beam
sputtering shows good solubility of boron atoms in the compound structure. The
intensities of peaks increase. The process of structural relaxation is characterized by
significantly larger atoms redistribution of boron compared to iron and silicon. The
nanostructure of sample surface is represented by close packing structure of α-Fe
(Si) nanocrystalline grains within amorphous matrix of iron boride.

As it can be seen in Fig. 14.6 the energy position of Fe 2p3/2 line for the sample
in the initial state is of 710.3 eV, whereas after sputtering the peak Fe 2p3/2 shifts to
3.7 eV and decreases to 706.6 eV. This can be explained by Fe3O4 formation at the
surface in initial sample state with peak energy of 710.8 eV [34].
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The Fe 2p3/2 line after 1-st and 2-st sample sputtering consists of several com-
ponents (Fig. 14.7). Decomposition of iron spectrum indicates the presence of the
following phases: FeB and FeB2 (707.7 eV), FeO (709.0 eV), Fe2O3 and Fe3O4

(711.0 eV). The formation of amorphous α-Fe(Si) layer on the surface occurs as a
result of both atomic diffusion at short distances and merging of single nanoclusters.

The distance between Fe 2p3/2 and Fe 2p1/2 peaks in studied amorphous metallic
alloy is 13.2 eV and for pure iron it is 13.1 eV [34].

14.3.3 The Determination of Quantitative Composition
of AMA Alloys Surface According to XPS Data

Using the XPS method the integral quantitative evaluation of surface composition
was carried out by method described in [35, 36]. The atomic concentration ratio of
investigated elements was calculated according to the formula:

C1

C2
−

I1
I2

̸
S1
S2

,

where C1—is the atomic concentration, I1—is the integral intensity of X-ray line,
S1—is the element sensitivity coefficient of 1st element. The S1/S2 ratio was
obtained according to the formula [35]:

S1
S2

=
T1σ1λ1
T2σ2λ2

.

where T1—is transmission coefficient of spectrometer, σ1—is the photoionization
cross section, λ1—is the photoelectron escape depth for particular atomic level of
1-th element. In the calculation σ1 was taken according to work [37]. It was sug-
gested that λ ∼ (Ek)

1/2, since for all analyzed lines Ek > 150 eV [35]. For com-
position analysis widely separated by its energies the lines Fe 2p3/2 and B 1s were
used, therefore one could not neglect T1/T2 ratio. It is technically complicated task
to obtain in the general form the function T = f(Ek) in the whole range of its
definition. The possibly used method for that is described in work [38], which
involves a measurement of elastically reflected electrons on the copper sample in
the selected ranges of energy and angles using moveable semispherical analyzer
with attested transmission dependency on energy. However, it is not easy to
implement in practice. Consequently, in this work considerably easier and suffi-
ciently effective method for getting the ratio of function values on two particular
energies was used. For determination of first unknown coefficient n in the depen-
dency T ∼ (Ek)

n the ratios I(Fe 2p3/2)/I(Fe 3p) and I(Co 2p3/2)/I(Co 3p) were
determined, which were acquired at pure crystalline Fe and Co after ion sputtering
of surface by Ar+ during 30 min.
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The Table 14.2 contains data of surface composition of crystalline FeB, Fe2B
and amorphous Fe75B25, Fe85B15 and Fe82Si4B14 alloys after ion sputtering for
60 min, obtained by means of found ratio of elements sensibility factor.

According to the submitted table it can be seen that for AMA Fe82Si4B14, as it
was mentioned before, the correspondence of silicon concentration to alloy formula
is observed.

14.3.4 The Impact of the Second Transition Metal
Concentration on Bound Energy of Core Levels
in AMA Fe-B

Doping of AMA systems Fe-B with cobalt causes significant shifts of core levels. In
amorphous alloys Fe-Co-B systems substitution of Co for Fe leads to decrease of
bound energy of B 1s electrons when Co concentration is increased, which attains
0.5 eV for complete substitution of cobalt atoms. Thereby, the increase of Fe 2p3/2
energy and the decrease of Co 2p3/2 energy are observed with the lowering of Co
proportion. It was noted that Fe 2p3/2, Co 2p3/2 bond energies increases in amor-
phous alloys for all compositions with respect to pure elements.

Comparing Fe 2p3/2 and Co 2p3/2 bound energy dependencies for glasses of
Fe-Co-B systems and those for Fe 2p3/2, Ni 2p3/2 [39], for amorphous alloys of
Fe-Ni-Si-B systems shows the similar character of Fe 2p3/2 and (transition metal
2p3/2) bound energy changes with respect to concentration of transition metal
(TM) = Co, Ni.

As a result, it can be stated that the changes character of bound energies of 2p3/2
electrons of Fe, Co, Ni and 1s electrons of B in concentration sets of amorphous
alloys in Fe-Co-B, Fe-Co-Si-B and Fe-Ni-Si-B systems is analogous. Substitution of
part of B atoms for Si in amorphous Fe-Co-B alloy does not influence the B 1s bound
energy behavior, which is the evidence of that boron atoms have only atoms
of transition metal in their first coordination sphere. The behaviors of Fe 2p3/2,
TM 2p3/2, B 1s and Si 2s bound energies in amorphous alloys of Fe-TM-B-Si do not
depend on the kind of second transition element TM = Co, Ni and increase
monotonically on its concentration increase.

It is noteworthy that B 1s electron bound energy is more sensible to the sort of
transition metal TM = Fe, Co, Ni in comparison to the energy for Fe 2p3/2, Co 2p3/2

Table 14.2 Surface
composition of crystalline
FeB, Fe2B, and amorphous
Fe75B25, Fe85B15 and
Fe82Si4B14 alloys after ion
sputtering for 60 min

Composition CFe, at.% CB, at.%

FeB 48.7 51.3
Fe2B 67.6 32.4
Fe75B25 73.8 26.2
Fe85B15 87.0 13.0
Fe82Si4B14 84.0 12.0
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and Ni 2p3/2, which points at the presence of large shift of B 1s bound energy. The
energy shift values of B 1s electrons in crystalline Fe-Co-B AMA compared to
amorphous alloys are significantly larger than those for Fe 2p3/2 and Co 2p3/2 elec-
trons. This is the evidence of that the character of nearest neighborhood of boron atom
(coordination number and coordination sphere radius) is more sensitive to the tran-
sition of alloy from amorphous to crystalline state than this of iron and cobalt atoms.

14.3.5 Multielectron Effects in Amorphous Alloys

One of the multielectron properties display is asymmetry of core electron levels of
metals. Asymmetry parameter contains information about partial electronic density
of states of particular atom in alloy near Fermi level [40].

Asymmetry parameters of core Fe 2p3/2 and Co 2p3/2 levels are submitted in
Table 14.3.

It can be seen in the previously mentioned data that asymmetry of Co 2p3/2
electron level increases when Fe concentration decreases, whereas asymmetry of Fe
2p3/2 electronic level increases, which indicates the decrease and the increase of
electronic density at Fermi level in the places taken by Co and Fe atoms respectively.

14.3.6 The Peculiarities of Chemical Bounds
in the Amorphous Alloys of Fe-Co-B System
According to the XPS Data

The observed changes in electronic structure of AMA Fe-Co-B system are appar-
ently connected with changes in the structure of close atomic neighborhood of
alloy, primarily of boron atoms, which take place when concentration of Co atoms
is changed.

In the investigated amorphous alloys the decrease and the increase of asymmetry
parameters of Co 2p3/2 and Fe 2p3/2 levels respectively are observed, which is the
evidence of the decrease of partial electronic contribution of irons d-electrons and
of this increase of cobalt’s d-electrons in total densities of states at Fermi level.
Therefore, with the increase of Co atoms concentration in the investigated com-
pounds the “outflow” of d-density of Co towards Co-B bond happens, which
indicates that B-Co bonds are more preferable than Fe-B ones.

Table 14.3 Asymmetry
parameters of core Fe 2p3/2
and Co 2p3/2 levels

Composition Asymmetry Parameters
Co 2p3/2 Fe 2p3/2

Fe – 1.9
Co 1.7 –

Fe70 Co15B15 1.4 2.2
Fe60 Co25B15 1.3 2.6
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Consequently, according to obtained data, it can be asserted that the priority of
boron interaction with TM in AMA increases in the row Fe-Co-Ni.

The another separated issue is connected with the state of charge electronic
density of the above mentioned compounds. One of the groups of scientists has
extreme position: either the model of charge transfer [41–45] or the model of
covalent bond [46–51] can be applied. Another way of experiment and calculation
results interpretation is to use both of these models [52–54]. Almost all authors
have the common vision that there is no significant charge transfer, which is about
1 electron/atom from metal atom to TM. Therefore, experimental end theoretical
literature data on charge transfer in amorphous systems TM-B are contradictory.

The analysis of the assembly of obtained in this study X-ray electron data
confirmed the absence of the direct charge transfer. The observed core levels and
valance band shifts in concentration sets can be explained by spatial redistribution
of electron density. It is obvious that the decrease of charge density at boron atoms
leads to the increase in bound energy of B 1s level. However, after consideration of
experimental data of the increase of Fe atoms concentration the increase of boron s-
and p- bound energies is observed, which is the consequence of the increase of d-
electrons localization in TM bond, which leads to the increase of boron atoms
“screening” and as a consequence, to the increase of portion of covalent constituent
in TM-B bond.

14.4 Subroughness and Morphological Features
of the Surface Amorphous Alloy Fe82Si4B14
by Thermal Treatment

Subroughness can be evaluated by the precise methods and techniques for studying
surfaces, such as atomic resolution scanning tunneling and atomic force micro-
scopies. Subroughness is formed by surface inhomogeneities with a characteristic
size of nanometer order, with height up to 100 nm and lateral size up to 1000 nm.
Subroughness nature is determined by the internal structure of the solid-state, its
defects and also by interaction processes of surface with the environment (oxida-
tion, adsorption).

Subroughness relates to a solid body nano-geometry and defines its most
important performance properties, particularly, such as friction resistance, strength,
joints efficiency and tightness, chemical resistance, etc. The initial subroughness is
a consequence of the technological process of producing amorphous alloys.

When heating the original roughness parameters tend to vary. There can be
several reasons; first of all the relaxation processes in the amorphous sample is
accompanied by cluster growth processes and transformations. Meanwhile, ele-
ments segregation processes occurs towards the surface, leading to the chemical
composition inhomogeneity, this results in changes in electronic structure and
surface properties.
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Amorphous metal alloys have been studying thoroughly for a long time, how-
ever, the topic is still not fully explored and quite interesting. A variety of articles is
written on investigated series of alloys, in particular, [55–58]. Here we discussed
the results of studies of roughness, morphological features and electronic structure
of AMA Fe82Si4B14 after heat treatment in a wide range of temperatures—from
room temperature (RT) to 700 °C. Experiment was carried out by high-vacuum
methods of tunneling microscopy and atomic resolution spectroscopy.

In Fig. 14.8 the surface STM images of AMA Fe82Si4B14 at temperatures of
350, 375, 400, 425, 450, 475 °C is depicted.

As seen from Fig. 14.8, the surface image at 400 °C is determined by increased
particles size. However, with temperature growth the average particles size
decreases, and a significant broadening of spatial parameters is observed. Consid-
ering that the disintegration of the particles is unlikely, the particle size reduction
can be explained by surface segregation of small clusters up to ∼5 nm.

Based on information from Fig. 14.8 and Table 14.4, it can be argued that in the
temperature range up to 475 °C a monotonic increase of Rz parameter (the maxi-
mum difference between the peaks and valleys at ten points) on retention of the
values of Ra (absolute values of deviations from arithmetic average) and Rq (root
mean square value of deviation profile) parameters, with some exceptions at tem-
perature about 400 °C, is observed. Apparently, there is a substantial increase of the
cluster size with general growth tendency for Rz parameter. The temperature of
400 °C for a given alloy is one of the steps of surface morphological
transformations.

STM images for temperatures up to 475 °C show typical uniform field without
special features. However, the temperature of 475 °C has a number of features,
which is depicted in Fig. 14.9.

There clusters with significant size up to 20 nm are observed, the average cluster
size across the field image is about 3 nm. Further detailed investigation showed that
large clusters formed by coalescence of small ones with an average size of about
3 nm. The height of large clusters is negligible in comparison with the topographic
dimensions and is approximately 3 nm (Fig. 14.10a).

The formation nature of large clusters is still unknown. We can assume that with
increasing temperature the behavior of small clusters is similar to liquid drops,
which tend to form massive clusters in order to reduce energy of the cluster. Hence,
increasing of clusters kinetic energy, which is their mobility, leads to coagulation
and coalescence of small to large clusters. This thesis is even further confirmed if
we consider the surface snapshot at temperature of 500 °C. Observed massive
clusters consist of small separated by the distinct boundary. At that, recesses value
is also about 3 nm, which can be seen in Fig. 14.10b.

It should be noted that intense relaxation processes in the amorphous alloy is
observed at 500 °C. As it is shown in Table 14.4, there is a significant parameters
jump in arithmetic average of the absolute deviation profile, arithmetic average of
the absolute deviation, standard deviation, the absolute amount of the average value
and the maximum difference between the peaks and valleys. STM image of surface
reveals specific morphological features compared with images at lower
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Fig. 14.8 STM—Fe82Si4B14 images at different heating temperatures
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temperatures. Formation of regular shaped nanostructures on the amorphous alloy
surface is a rather interesting experimental fact, which is quite difficult to predict.
Most likely there is a far from equilibrium state, where formation of needle-like
nanocrystals is possible. The noteworthy fact is that at 500 °C nanorods formation
with lengths of ∼90 nm, widths of ∼20 nm and heights about 12 nm occurred,
which we can see in Figs. 14.2 and 14.5, respectively (Fig. 14.10c).

Further increase of annealing temperature up to 550 °C leads to growth of the
cluster average size (Fig. 14.9), and some moderate decrease of parameters Ra, Rq,
Rzjis and Rz (Table 14.4). However, further temperature increase up to 600 °C leads
to a significant reduction of roughness characterizing parameters.

The decrease of roughness parameters values can obviously be explained by
influence of crystallization, resulting in the smoothing of crystal grains surface,
which takes place at nanoscale level. Roughness parameters Ra, Rq, Rzjis, Rz and
Sratio are presented in Table 14.4 and those in the form of graphic interpretation are
in Fig. 14.11.

Quite interesting feature of nanorelief formation at 700 °C is appearing of the
terraced structures (with the following characteristic sizes: lengths of ∼200 nm,
120 nm widths and heights of about 20 nm) is shown in Fig. 14.12.

Some terraces steps are flat over a large area. Such formations describe the
crystal development process at 700 °C. Extremely large crystals over 200 nm at
700 °C indicates on the state of crystallization process was almost completed.

14.5 STM Spectroscopy of AMA Fe82Si4B14 During
Thermal Treatment

STM spectroscopy spectra (dI/dV spectra) of the clusters of AMA Fe82Si4B14

surface were obtained for specimens annealed at 350 and 400 °C with a cluster size
of about 5.0 nm. Analysis of the electron density of states for clusters in points 1
and 2 shows a significant similarity. The peaks in filled states up to 3.0 eV

Table 14.4 Change of the
roughness parameters over
heating temperature of
Fe82Si4B14 amorphous tape

T, °C Ra, nm Rq, nm Rzjis, nm Rz, nm Sratio
350 0.208 0.268 2.18 2.88 1.13
375 0.224 0.291 2.65 3.08 1.14
400 0.333 0.423 2.67 3.04 1.14
425 0.222 0.277 2.30 3.15 1.09
450 0.204 0.261 3.20 4.42 1.09
475 0.200 0.252 2.23 4.21 1.09
500 0.544 0.686 4.60 5.27 1.16
550 0.503 0.640 3.94 4.42 1.15
600 0.190 0.242 1.59 1.73 1.05
700 0.532 0.655 3.87 4.40 1.06
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Fig. 14.9 STM images of Fe82Si4B14 annealed at temperatures 475–550 °C
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(Fig. 14.13) were determined by the 3d states of iron. The presence of two features
at approximately 2.5 eV and low-energy peak at ∼1.8 eV indicates on splitting and,
therefore, on hybridization of 3d states of iron with p-states of silicon or boron
(Fig. 14.13). In the presented spectra valence band local maxima and unfilled state
are clearly visible. It is remarkable that major peaks in the regions of unfilled and
filled states are localized for different clusters in identical energy areas. The major
peak in the unfilled states area is ∼2.5 eV for both clusters. Similar shape of the
curves of the electron density of states for presented clusters indicates the presence
of the same chemical composition. For the studied clusters, the intensities redis-
tribution of the main features of the spectra is observed. While maintaining the

Fig. 14.10 STM images of AMA Fe82Si4B14 surface after annealing at temperatures of
(a) 475 °C, b 500 °C, c nanorods at surface annealed at 500 °C

Fig. 14.11 Parameters dependencies of Ra, Rq, Rzjis Rz on over the sample annealing temperature
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energy position of the features the redistribution of the intensities between the filled
and unfilled states occurs. This behavior is most likely caused by decrease of the
electron density of states in the valence band of 1 cluster. The physical nature of
this behavior can be determined by different iron concentration of the clusters.

As it is seen from Table 14.4, the sample annealing to 400 °C leads to signifi-
cant changes of all roughness parameters. Changes in morphological features of the
surface also arise at nanoscale level. Described in Sect. 14.3 the metamorphoses of
surface clusters take place. Surface segregation of light elements to the surface of
the material leads to revealing of these effects. It should be mentioned that for the
composition of AMA Fe82Si4B14 the 400 °C temperature for many hours annealing
is the most characteristic for intensive crystallization of amorphous alloy. However,
is not observable, clearly formed crystals, and approximately zero electron density
of states near Fermi level indicates that the formation of clusters by a mechanism is
close to the mechanism of formation of molecular orbitals.

Subsequent annealing of sample up to temperature of 425 °C (Fig. 14.14) does
not lead to change of cluster sizes and there are no significant changes in the
electron density of states for such clusters. The main peak of electron density of
filled states is shifted about 0.5 eV to higher binding energy. The main maximum of
unfilled states remains to be localized in the same range. This fact may be attested

Fig. 14.12 STM image of
nanorelief formation at AMA
surface of AMA Fe82Si4B14

annealed at temperature
700 °C
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by extension of formation of crystals process and violation of the molecular
mechanism principle of cluster formation.

Taking into account the preservation of the average cluster size after annealing,
the increase of number of maxima of the dI/dV spectra indicates an intense process
of crystallization within clusters and quasicrystals formation.

Interesting case appears for the tunneling spectra acquired in the intercluster
region (Fig. 14.15). Based on the analysis these spectra, one can argue that inter-
cluster region has approximately the same local chemical composition as clusters
have. Most of the obtained dI/dV spectra indicate that intercluster region signifi-
cantly closer to the alpha iron phase.

The formation of stable spherical clusters based on Fe-Si or Fe-B apparently
happens at the step of superfast cooling of the melt by the preference of Fe-Si and
Fe-B bound mechanism over Fe-Fe one, however, not of segregation of light ele-
ments during the structural relaxation. This conclusion can be confirmed by the
presence of similar clusters in the initial amorphous alloy.

Further annealing of sample up to temperature 475 °C does not lead to quali-
tative changes in the conductivity of individual clusters, as evidenced by recorded
spectra for intercluster areas, and for the individual clusters (Fig. 14.16).

Fig. 14.13 STM image of the surface and tunneling spectra of AMA Fe82Si4B14 annealed at
400 °C, a dI/dV spectrum acquired at the point 1; b dI/dV spectrum acquired at the point 2

Fig. 14.14 STM image of AMA Fe82Si4B14 surface annealed at 425 °C and dI/dV spectrum
acquired in the upper left corner of the image
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Most typical changes were observed after annealing at temperature above
500 °C. At 500 °C surface obtains a completely another look (Fig. 14.16a). As a
result, clusters agglomeration of bulk particles is observed. Obtained for the three
different points, dI/dV spectra have similar nature prompting suggestions about
some homogeneity of surface layer with small fluctuations in the phase composition
of the sample.

Annealing at 550 °C does not introduce any special changes in the electronic
structure of different size clusters, as may be seen in Fig. 14.16b. Therefore, one
can see the differential dI/dV spectra have a typical for conductors clearly defined.
The similar shape of curves for two different clusters (Fig. 14.16a, b) allows to
conclude that the sample at a given temperature obtains a surface characteristic
mainly for conductors with small concentrations of silicon and boron.

The similar picture can be observed for a samples annealed at temperatures of
600 and 700 °C (Fig. 14.16c, d). Thus, for different acquiring points there are
spectra inherent both for metallic conductivity and for low impurities.

Basing on the analysis of the spectra of electronic states, it can be concluded that
the crystallization process starts at temperature of 350 °C and continues up to
550 °C. Further temperature increase does not lead to significant changes in curves
of the electron density of states.

14.6 EXAFS—Research of AMA Based on Iron

One of the important factors that affects substance properties is its structural state.
Consideration of physical models and organization principles of disordered metallic
systems allows us to formulate a number of general concepts, the validity of which
can be experimentally proved in the research of actually synthesized AMA. At the
same time, in terms of the structural self-similarity, invariance for disordered metal

Fig. 14.15 dI/dV spectra
acquired at intercluster area
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Fig. 14.16 a STM image of Fe82Si4B14 surface (annealed at 500 °C) and 3 specific dI/dV spectra
for different points, b STM image surface of Fe82Si4B14 (annealed at 550 °C) and 2 specific dI/dV
spectra for different points, c STM image and 3 specific dI/dV spectra characteristic for different
points, d STM picture surface of Fe82Si4B14 (annealed at 700 °C) and specific dI/dV spectra
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structures is accomplished by multiple sets of such cases where the real picture of
the experiment is realized. Methodology development for studying properties and
synthesis of AMA has led to significant progress in the immense field and for-
mation of research interest in physics of disordered metallic systems.

AMAs are complex objects, formation conditions, stability, physical and
chemical properties of which are determined by various factors. Therefore, applying
methods for an adequate strict description for the real material should take into
account the factors diversity that have influences on properties. In this sense,
method of Extended X-ray Absorption Fine Structure (EXAFS) spectroscopy is one
of the most important instruments for structure research of disordered metallic
systems.

Today, EXAFS—spectroscopy method is the most informative in the research of
disordered systems and it is based on measurement of modulation of the absorption
coefficient of X-rays for energies about 100 − 1000 eV above the K- or L—ab-
sorption edge of the investigated atom. Analysis of EXAFS spectrum provides
information about structural parameters, allows to specify interatomic distances and
coordination numbers of atoms surrounded by given chemical element. The
uniqueness of EXAFS—spectroscopy method is due to it gives the opportunity to
explore local atomic environment for atoms independently of each class, which
distinguishes it from other methods in structural research of disordered materials
and, in particular, amorphous metal alloys.

Among these amorphous metal alloys particularly are highlighted two subgroups
that have the widest practical use: Fe-based, characterized by the maximum satu-
ration induction, and Co-based, which have a vanishingly small magnetostriction,
resulting in maximum sensitivity and minimum losses.

The aim of presented research was investigation of the changes in SRO in
amorphous alloys based on Fe-B with various metals and metalloid doping.

14.6.1 Alloys of Fe-Co-B

For the system Fe-Co-B absorption K—edges of iron and cobalt was investigated
for the following compositions: Fe73Co12B15, Fe68Co17B15, Fe64Co21B15,
Fe60Co25B15 and iron absorption K—edge for AMA Fe85B15.

Within a model of micro inhomogeneous structure of AMA, for all investigated
AMA one can assume the presence of at least two types of areas: depleted boron
and consisting essentially of metal atoms (solid solution of Co in the α-Fe) and
regions enriched with boron and characterized by SRO at orthorhombic type boride
(Fe,Co)3B. Therefore, alloying of iron-based AMC by cobalt (in the represented
work the concentration range is from 12 to 25 at. %) should not lead to a significant
change in the topological SRO.

The Table 14.5 presents the position and intensity of Fourier transforms
(FT) obtained from both metal components of AMA. As expected, except for the
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alloy with 21 at. % Co, the cobalt alloying has no significant effect on neither FT
peak position nor its intensity.

Figure 14.17 and 14.18 show the FT for K—absorption edge of Fe and Co of
studied AMA. For all AMA position of the first peak of radial distribution function
(RDF) of atoms around Fe atoms is shifted toward longer distances compared to the
peak position of RDF around Co ones, so, the probability of the atomic arrangement
at shorter distances around Co atoms is higher than around Fe ones.

Table 14.5 The main peak
position of Fourier transforms
of iron and cobalt in
amorphous alloys

Composition RFe, Å RCo, Å

Fe85B15 2.0647 –

Fe73Co12B15 2.0757 2.4392
Fe68Co17B15 2.0744 2.4076
Fe68Co21B15 2.0975 2.4184
Fe60Co25B15 2.0805 2.4242

Fig. 14.17 The partial RDF around Fe and Co atoms for Fe73Co12B15 AMC (a) and AMC
Fe68Co17B15 (b)
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This result may indicate a greater formation probability of microdomains with
SRO according to the type of cobalt borides, compared with SRO according to the
type of iron borides (especially since the enthalpy of formation of cobalt boride is
lower than iron boride). As the shortest distance between atoms in the orthorhombic
boride Co3B slightly less than in orthorhombic boride Fe3B, it may lead to the
observed effect.

14.6.2 Fe-Cr-B Alloys

In the system Fe-Cr-B of AMA Fe76.5Cr8.5B15, Fe75Cr10B15, Fe57.8Cr27.2B15,
Fe53Cr32B15 compositions were tested. According to [59], during crystallization of

Fig. 14.18 Comparison of the partial RDF around Fe and Co atoms for Fe64Co21B15 AMC
(a) and AMC Fe60Co25B15 (b)
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AMA of Fe-Cr-B system solid solution on the basis of α-Fe and metastable boride
(Fe,Cr)3B is formed. Chromium is randomly located in the α-phase and its con-
centration in the α-phase for AMC Fe75Cr10B15 is 3-5 at. % (i.e., 2.3 times less than
original concentration in the AMA). Thus, there is a depletion of α-phase and
enrichment of the chromium boride (Fe,Cr)3B.

According to the measurements of the resistance-temperature dependence [59],
chromium alloying of Fe-based AMA increases the temperature of crystallization
initiation, in other words, improves their thermal stability.

Thus, within microinhomogeneous structure model of AMA it can be assumed
that AMA with content of Cr 8.5 at. % possibly have at least two types of
microgroups: microregions depleted in boron and consisting essentially from atoms
of metal (chromium solid solution in α-Fe or γ-Fe) and microdomains enriched with
boron and is characterized by the type of SRO (Fe,Cr)3B and for AMA of 27.2 at. %
chromium, microregions enriched with chromium type structure (Fe,Cr)2B may
also be present.

In Fig. 14.19 the FT K absorption edges of Fe and Cr in AMA Fe76.5Cr8.5B15

and Fe57.8Cr27.2B15 are shown, and in Table 14.6 the positions and intensities of FT

Fig. 14.19 Partial RDF of atoms around Fe (a) and Cr (b) in the studied AMA Fe-Cr-B system
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peaks are represented. If to change in position of the first peak of FT of iron
absorption K—edges than there is no correlation with the change in the concen-
tration of chromium in the studied AMA, increasing the chromium content from 8.5
to 27.2 at. % leads to a significant shift towards lower distances of the first peak of
FT of absorption chromium K—edges and some decrease in peak intensity.
Apparently, this is due to the existence of microscopic regions with a different type
of SRO in the AMA with a chromium content of 27.2 at. %.

In Fig. 14.20 at the partial RDF around iron atoms in the studied AMA the
presence of the shoulder on the right slope of the first peak in the range of distances
r ∼ 3.0 ÷ 3.1 Å is clearly visible, wherein there is a clear correlation between
intensity of this secondary peak (shoulder) and a change of the content of chromium
in the alloy.

For partial RDF around the chromium atoms is also observed the presence of a
small extension on the right slope of the first peak of RDF in the same distances, but
with a reverse correlation between the intensity of this extension with chromium
content in the alloys.

With increasing of annealing temperature lattice type change during crystal-
lization of the metastable AMC boride occurs. Lattice space group I4 changes into
the lattice of the space group P42/n and further into primitive lattice.

I4⇒P42 ̸n⇒P

Among different types of hypothetically possible SRO in this system, only for
structure of the boride Fe3B P42/n shortest interatomic distances Metal–Metal exists
in the range of values r ∼ 3.0 ÷ 3.2 Å, where subordinate maximum is observed at
the curves for these partial RDF of AMA.

Thus, it is not excluded that in studied AMA microregions besides the previ-
ously listed exists, with topological SRO for these three types.

Taking into account that chromium doping of iron-based AMA increases the
temperature of crystallization initiation, it can be assumed that the addition of
chromium increases preference of formation of SRO microareas with kind of more
“high temperature” modification of boride (Fe,Cr)3B structure P42/n in AMA.

On this assumption correlation between changes in the intensity of this subor-
dinate peak (at r ∼ 3.0 ÷ 3.1 Å) with changes in the concentration of chromium in
the AMA can be explained. Since for AMA with chromium content of 8.5 at. %,
SRO microregions with topological structure type of boride P42/n, enriched with
chromium apparently exist, and where chromium atoms are randomly located, at

Table 14.6 FT positions and intensities obtained from the two metal components (Fe and Cr) of
amorphous alloys

Composition RFe(1), Å IFe(1) RCr(1), Å ICr(1) RFe, Å RCr, Å

Fe85B15 2.0647 0.2774 – – 2.4926 –

Fe75Cr10B15 2.0464 0.3211 2.0705 0.2383 2.4822 2.5646
Fe53Cr32B15 2.0537 0.3371 2.0338 0.2057 2.4905 2.5222
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the partial RDF around the chromium atoms is observed the extension at region of
r ∼ 3.0 ÷ 3.1 Å, however, its intensity is significantly less than for the partial RDF
around the iron atoms. For AMA with chromium content of 27.2 at. % quite another
type of topological SRO around the chromium atoms is apparently observed
(indicated by reduction of the shoulder intensity and shift of the first peak of the
partial RDF toward smaller distances). Based on EXAFS spectra simulation results
and the fact that for the Cr2B structure the shortest Metal—Metal distances are
significantly less than for (Fe,Cr)3B, it can be assumed that for AMA with 27.2 at.%
Cr enriched microdomains with a topological type of SRO (Cr,Fe)2B may exist. At
the same time, at the partial RDF around the iron atoms in the AMA with 27.2 at. %
Cr an increasing shoulder intensity at r ∼ 3.0 ÷ 3.1 Å can be seen, which within
the above assumptions may be associated with the transition of chromium atoms

Fig. 14.20 Comparison of the partial RDF around Fe and Cr atoms for AMA Fe75Cr10B15 (a) and
AMA Fe53Cr32B15 (b)

368 L. A. Bulavin et al.



from microregions with SRO-type boride (Fe,Cr)3B structure P42/n to microregions
characterized by SRO type (Fe,Cr)2B.

Comparison of partial RDF around the atoms of iron and chromium (Fig. 14.20)
provides the obvious conclusion about the significant difference of the local envi-
ronment of Fe atoms and Cr in the studied AMA.

Results obtained by the EXAFS—spectroscopy for AMA Fe-Co-B and Fe-Cr-B
systems can be well interpreted in terms of the cluster model of microinhomoge-
neous AMA structure. In researched AMA the possibility of existence of three types
of microregions is shown: microdomains enriched with boron, and characterized by
the type of SRO borides, and microregions depleted boron and consisting mainly of
metal atoms; microregions characterized by two types of SRO, for different
microgroups enriched in TM1 and microgroups enriched in TM2.

14.7 Conclusions

Accumulation of the data about atomic and electronic structure of the AMA is the
necessary condition for construction of the organization principles for disordered
metallic structures. With this background, experimental studies of temperature
relaxation processes and their impact on the atomic, electronic structure and mor-
phological properties of the AMA surface during processing is a major task.

The work contains research results of the relaxation processes during heat
treatment in temperature range from 250 °C to 700 °C, which occur on the surface
of the iron-based AMA. By use of scanning tunneling microscopy with atomic
resolution, tunneling spectroscopy, XPS and EXAFS—spectroscopy the influence
of processes that appear in the early crystallization stages on the morphological
features of the surface and the electronic structure of alloys were studied.

Initial amorphous iron-based alloys, in particular Fe82Si4B14 and Fe77Si8B15, are
characterized by the presence of significant surface oxidized layer at a depth up to
150 nm. In addition to the C-C bonds typical for complex carbon compounds
C = O bonds is detected at this layer. In oxidized layer and at some distance from it
any boron and its compounds were not found. There is a presence of significant
surface segregation of Si, the concentration of Si is kept constant both in oxidized
layer and in studied depth of the tape. In the tape volume the presence of silicon
carbide bond Si-C as well as minor amounts of oxygen and nitrogen was found.
Since the interatomic distance of Fe-Si is longer than for Fe-B and close for Fe-Fe,
the diffusion leads to substitution of Si atoms for Fe atoms during the process of
formation of crystal structure. Apparently, it is one of the possible mechanisms for
surface silicon segregation. Accordingly, during the structural relaxation higher
redistribution of boron atoms takes place compared to those with Fe and Si atoms.
Carbon on the surface of studied AMA is mainly represented in the oxidized state,
whereas in the bulk it appears as silicon compounds and, likely, in the form of
silicon carbide. A good solubility of boron in the tape volume was observed.
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By the tunneling spectroscopy method the areas with low conductivity were
detected, what is typical for the formation of nanophases Fe-Si and Fe-B. There is
substantial heterogeneity of electronic density of states at intercluster boundaries
indicating their complex organization. The Fermi level of the researched alloys
occurs in a local minimum of the electronic density of states, and meets the criterion
of Nagel-Tauc for the amorphous state formation.

The temperature dependences of roughness parameters Ra, Rq, Rzjis and Rz for the
alloy Fe82Si4B14 in the annealing temperatures range from RT to 700 °C were
established. Nonmonotonic dependence of the subroughness parameters on tem-
perature was observed. At temperatures of about 500 °C the formation of regular
shape nanostructures in the form of rods was proved. Apparently, on far from
equilibrium conditions the formation of needle-like nanocrystals takes place.

In the case of almost complete crystallization at 700 °C, terraced structures with
some reduction of nanoroughness parameters under formation of rather flat planes
over 200 nm were observed.

According to EXAFS—research, the increase of the content of Co atoms in the
AMA system of Fe-Co-B leads to decrease of the radius of the first coordination
sphere of the boron atom, and reduction of unit cell volume in a crystalline alloy
(Co,Fe)3B, which indicates strengthening of transition metal-boron bond.

Obtained EXAFS—spectroscopy results for the AMA Fe-Co-B system and
Fe-Cr-B are well interpreted in terms of the cluster microinhomogeneous model for
AMA structure. It is shown that for researched AMA there is the possibility of
existence of three types of microregions: microdomains enriched with boron and
characterized by SRO with borides type and microregions depleted with boron and
consisting mainly of metal atoms; these microregions are characterized by the
presence of two types of SRO, such as microgroups enriched with first transition
metal and microgroups enriched with the second transition metal.

Doping with chromium of iron-based AMA leads to pronounced secondary peak
at the partial RDF around the iron atoms at distances of r ∼ 3.0 ÷ 3.2 Å. The
existence of this feature is associated with the formation of AMA microdomains
which are characterized by SRO by type borides (TM1, TM2)3B with the structure
of P42/n. At the same time, the appearing of such secondary peak has not been
found in the partial RDF around the Fe atoms for the AMA Fe-Co-B system.

Since the boride of the structure of P42/n is more “high temperature” boride
modification in comparison to the boride of I4, structure, the possibility of for-
mation of the AMA microregions characterized by SRO type boride of the structure
of P42/n is associated with influence of various additives the temperature at which
the boride phase formation during the amorphous state crystallization begins.
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